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Abstract—The fast evolution of technology has led to a growing demand for video data, increasing the amount of research into efficient systems to manage video material. Most of existing systems for video retrieval rely on algorithms and methods which are computationally expensive, in terms of both time and space, limiting their application to the academic world or big companies. Contrary to this trend, the market has shown a growing demand for mobile and embedded devices. In this scenario, it is imperative the development of effective and efficient techniques in order to make such technologies available to a larger public. In this context, this PhD thesis introduces five novel approaches for the analysis, indexing, and retrieval of digital videos. All these contributions are combined to create a computationally fast system for content-based video retrieval, which is able to achieve a quality level superior to current solutions.
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I. INTRODUCTION

Advances in data compression, data storage, and data transmission have facilitated the way videos are created, stored, and distributed. The increase in the amount of video data has enabled the creation of large digital video libraries. This has spurred great interest for systems that are able to efficiently manage video material. Making efficient use of video information requires the development of systems able to extract high-level semantics from low-level features of the video content, known as content-based video retrieval systems [1].

Figure 1 shows a basic architecture of those systems. Two main functionalities are supported [2]: data insertion and query processing. The data insertion is responsible for extracting appropriate features from videos and storing them into the video database (see dashed modules and arrows). This process is usually performed offline.

The query processing, in turn, is organized as follows: the interface allows a user to specify a query pattern and to visualize the similar videos. The query-processing module extracts a feature vector from the query pattern and applies a distance function to evaluate its similarity regarding to videos in the database. Next, it ranks those videos in a decreasing order of similarity to the query pattern and forwards the most similar ones to the interface module.

Figure 2 shows a flowchart of systems based on this architecture. Due to the complexity of the video material, there are five main challenges in designing such systems [1]: (1) to divide the video stream into manageable segments according to its organization structure; (2) to implement algorithms for encoding the low-level features of each video segment into feature vectors; (3) to develop similarity measures for comparing these segments by using their feature vectors; (4) to quickly answer similarity queries over a huge amount of video sequences; and (5) to present the list of results in a user-friendly way.

Numerous techniques have been proposed to support such requirements. Most of existing works involve algorithms and methods which are computationally expensive, in terms of both time and space, limiting their application to the academic world or big companies. Contrary to this trend, the market has shown a growing demand for mobile and embedded devices. In this scenario, it is imperative the development of effective and efficient techniques in order to make such technologies available to a larger public.

The work developed in this PhD thesis has contributed to address such a problem. In this context, its goal is to offer solutions for several open problems in the literature of video processing, more specifically, focused on the analysis, indexing, and retrieval of digital videos; and to contribute for overcoming the research challenges involved in specifying and implementing content-based video retrieval systems that can
be applied to devices with a limited hardware capacity and/or environments which require a quick response, maintaining a quality level comparable to the state-of-the-art solutions.

The main contribution of the thesis is the introduction of five novel approaches, one for each module of the basic architecture of a content-based video retrieval system, these which are highlighted in the Figure 1. All of those techniques were designed to be, at the same time, efficient and effective, in order to make them scalable and, hence, suitable for large video collections. In this way, they can be applied successfully to devices with a limited hardware capacity. They are [3]:

1) A novel approach for temporal segmentation of video sequences (Temporal Segmentation). The computational efficiency of this technique makes it suitable for online tasks [4].

2) A novel approach for estimating camera motion in video sequences (Feature Vector Extraction). In this technique, motion parameters are directly related to physical operations of the camera [5].

3) A novel approach for comparing video sequences (Similarity Computation). The computational efficiency of this technique makes it suitable for large video collections [6].

4) A novel indexing structure for performing similarity search in metric spaces (Feature Vectors). This technique is scalable, which makes it suitable for large volume of data [7].

5) A novel approach for summarizing video sequences that allows for user interaction (Visualization). This technique was designed for producing both static and dynamic video summaries in online tasks [8]–[10].

Another contribution is an empirical evaluation of those techniques against classical methods for the analysis, indexing, and retrieval of digital videos. For that, lots of experiments were conducted on several video collections, using unbiased, controlled, and reproducible experimental protocols. All of those experiments were carefully designed to ensure statistical significance, allowing to discern between genuine and casual differences in performance.

Finally, all of those contributions are combined to create a computationally fast system for content-based video retrieval, which is able to achieve a quality level superior to current solutions. Besides the aforementioned contributions, many others derived from this PhD work were published in [11]–[16]. In the following sections, we detail each of the contributions obtained from the developed research.

II. TEMPORAL SEGMENTATION

The first step to manage video data is to divide them into a set of meaningful and manageable units, so that the video content remains consistent in terms of camera operations and visual events. This has been the goal of a well-known research area, called video segmentation.

Different techniques have been proposed in the literature to address the temporal segmentation of video sequences [17], [18]. Many of those research works have focused on the uncompressed domain. Although existing methods provide a
high quality, decoding and analyzing of a video sequence are two extremely time-consuming tasks and require a huge amount of space.

The contribution published in [1] introduces a novel approach for temporal segmentation of video sequences that operates directly in the compressed domain. It relies on exploiting visual features extracted from the video stream and on a simple and fast algorithm to detect the video transitions. The improvement of the computational efficiency makes this technique suitable for online tasks.

Figure 2 shows a block diagram of the proposed algorithm. For each type of video frame (intra-coded, predicted, or bidirectionally predicted), it is defined an independent detection module, which implements appropriate detection criteria to such a type. The partial decoding module simply parses an input video and dispatches data to the three detection modules. Finally, an information fusion module collects the results and determines the video transitions.
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Fig. 3. Block diagram of the proposed algorithm for cut detection.

The proposed algorithm was evaluated on a real-world video dataset with different video genres and compared with the most popular approaches for temporal video segmentation. Results from an experimental evaluation over several types of video transitions show that such method presents high accuracy and computational speed. For a more detailed discussion, refer to [3], [4].

III. REPRESENTATION OF VISUAL CONTENT

Making efficient use of video information requires that the data be stored in a compact way. For this, it must be associated with appropriate features in order to allow any future retrieval. An important feature in video sequences is the temporal intensity change between successive video frames, which is generally attributed to the motion caused by object movement or introduced by camera operation.

Numerous algorithms have been proposed in the literature to estimate camera motion from video sequences [11], [19–21]. These solutions are typically based on a two step approach: first, identifying correspondences (motion) between consecutive frames and, then, associating to a parametric form (model) describing the displacement of the video content. The most popular and widely used model is the affine model, which is not directly related to the physical operations of the camera.


Figure 4 illustrates the prototypes of optical flow generated by panning, tilting, zooming, and rolling, respectively. By considering that the visual field of the camera is small, an ideal model of the optical flow produced by a camera operation can be established from a numerical expression for the relationship between motion vectors, creating a prototype of optical flow. Thus, a real model of the optical flow produced by a camera motion can be approximated by a weighted combination of prototypes for camera operations.
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For the validation of such a technique, several experiments were conducted on a synthetic test set and real-world video sequences, including all kinds of camera motion and many of their possible combinations. Results show that the proposed method is more effective than approaches based on the affine model. For a more detailed discussion, refer to [5], [6].

IV. SIMILARITY MEASURE

After obtaining compact representations, it is still necessary to define a similarity measure for comparing video sequences from their signatures. There are two issues concerning this task: robustness and discriminability. Robustness is the amount of data inconsistency tolerated by the system before the occurrence of a false positive. Discriminability is the ability of the system to reject irrelevant data and reduce false positives [22].

Different techniques have been proposed in the literature to address the problem of comparing video sequences [22], [23]. Although existing methods provide a high quality in terms of robustness and discriminability, the main drawback of them is that the generated signature is prohibitive in terms of storage space, and their comparison using a similarity measure based on a frame-by-frame approach is impractical for very large databases.

The contribution published in [6] introduces a novel approach for comparing video sequences that operates directly in the compressed domain. It relies on recognizing motion patterns extracted from the video stream, which are accumulated to form a normalized histogram. This computationally simple approach is robust to several distortions and transformations. The improvement of the computational efficiency makes this technique suitable for huge collections of video data.

Figure 5 presents a flowchart of the proposed method. Initially, each macroblock is represented by the average intensity value of its four luminance blocks. Next, an ordinal matrix is obtained by ranking the intensity values of the
macroblocks. This strategy is employed for computing the spatial ordinal measure of the 4-blocks of a macroblock and the temporal ordinal measure of the corresponding blocks in three frames (previous, current, and next). Finally, the spatio-temporal pattern of all the macroblocks of the video sequence are accumulated to form a normalized histogram.

The proposed algorithm was evaluated on about 11,500 videos (400 hours) of the TRECVID 2010 dataset (IACC.1) and compared with recent approaches in the literature of video similarity detection. Results from an experimental evaluation over several types of video transformations show that such method presents high accuracy and computational speed in identifying similar videos. Moreover, this approach was successfully applied for video geocoding. Considering methods based only on visual information, it ranked 1st out of 4 groups in the MediaEval 2011 Placing Task [15]. For a more detailed discussion, refer to [3], [6].

V. DATA INDEXING

When a user specifies a query pattern to a system, a video signature is extracted from the input pattern and a similarity measure is applied to identify all of the similar signatures in a database. To ensure a quick response, it is imperative the development of algorithms to speed up that process. Elaborated indexing structures have been proposed in order to organize video signatures and facilitate the search for similar videos [24].

Most of existing indexes employed to accelerate data retrieval are constructed by partitioning a set of objects using only information of distances between them. In order to keep the balance of the structure, the dataset is divided into even-sized parts, ignoring the inherent grouping of their objects. In general, those techniques can be divided into two different categories. One type of methods produces partitions and, hence, they are disjoint, which may separate nearby objects, seriously affecting the search performance. The other type of methods produces groups and, hence, they may overlap, which may considerably degrade the query time [25].

The contribution published in [7] analyzes the performance of a new indexing-structure, called Ball-and-Plane tree (BP-tree), which is constructed by dividing a set of objects into compact clusters. It combines the advantages of both disjoint (partitions) and non-disjoint (groups) paradigms in order to achieve a structure of tight and low overlapping clusters, yielding significantly improved performance on performing similarity search.

Figure 6 illustrates how BP-tree and the two types of indexing paradigms handle the dataset and the query. The disjoint approaches partition the dataset by defining a cut (dashed line) between representatives (Figure 6(a)). In the example, the query region intersects two partitions, thus two nodes must be accessed in order to answer the query. The non-disjoint approaches cluster the dataset around representatives and use a bounding region (dotted circle) to represent each group (Figure 6(b)). Usually, those bounding regions do overlap. In the figure, the region of the query response is covered by two bounding regions and, hence, two nodes must be accessed for the query resolution. BP-tree partitions the dataset by defining a cut (dashed line) between representatives and, for each partition, it selects the reference object which establishes a bounding region (solid circle) with the minimum covering radius (Figure 6(c)). In this case, triangle inequality is used to prune one subtree, thus only one node must be accessed.

Those properties of BP-tree are supported by an extensive experimental evaluation performed on several real-world datasets. Results demonstrate that such method consistently outperforms the traditional solutions. Moreover, BP-tree is scalable, exhibiting a sublinear behavior regarding the number of indexed objects, which makes it well-suited for very large datasets. For a more detailed discussion, refer to [3], [7].

VI. VISUALIZATION OF RESULTS

In the end, users are presented with a list of videos related to a given query-pattern. It is impractical to assume that a user will watch all the content of those videos or a reasonable part of them in order to know what topic they are really discussing. Therefore, it is important to provide users with a concise video representation to give an idea of a video content, without
having to watch it entirely, so that a user can decide whether watch the entire video or not.

Different techniques have been proposed in the literature to address the problem of summarizing a video sequence \cite{26, 27}. Many of those research works have focused on the uncompressed domain. Due to the long time spent for decoding and analyzing a video sequence, the summaries are often produced completely offline, stored, and delivered to a user when requested. The drawback of this scheme is the complete lack of user customization.

The contribution published in \cite{8, 9, 10} introduces VISON (Video Summarization for ONline applications), a novel approach for video summarization that operates directly in the compressed domain. It offers customization: users can control the quality of video summaries and also specify the time they are willing to wait. Such a user interaction is becoming more and more important in the current scenario, as users often have different demands and resources.

VISON was designed to be simple and efficient in order to produce video summaries in a reasonable time and with an acceptable quality, so as to allow online usage. The online production of a video summary implies a number of challenges with respect to the offline approaches. The small delay, progressive generation, and lack of complete information about the video sequence (e.g., content and length) potentially affect the quality of a video summary.

A flowchart of VISON is shown in Figure 7. For each frame of an input sequence, visual features are extracted from the video stream for describing its visual content. After that, a simple and fast algorithm is used to detect groups of video frames with a similar content and for selecting a user-defined number of representative frames per each group. Finally, the selected frames are filtered in order to avoid possible redundant or meaningless frames in the video summary.

The proposed algorithm was evaluated both on videos from the Open Video Project and also on videos from the YouTube and compared with recent approaches in the literature of video summarization. The experiments were diligently designed to ensure statistical significance. Results from a subjective evaluation with users show that such method produces video summaries with high quality and computational speed. For a more detailed discussion, refer to \cite{3, 8–10}.

VII. Conclusion

This PhD work has performed a comprehensive study on content-based video retrieval systems, covering topics that range from video representation using visual properties, such as color, motion, shape, and texture; until aspects of indexing and storing those information. It was completed in four years and has resulted in five international journal papers \cite{9, 10}, \cite{12, 13, 16} and eight international conference papers \cite{4–8, 11, 14, 15}.

More specifically, this PhD thesis has introduced five novel approaches for analyzing, indexing, and retrieving digital videos. The result of combining the proposed methods is the specification and implementation of a computational framework for video retrieval that is, at the same time, efficient and effective, and can be applied successfully to devices with a limited hardware capacity and/or environments which require a quick response, achieving a quality level superior to current solutions.

In summary, the main contributions of the thesis are:
1) A comprehensive study on algorithms and methods for content-based video retrieval.
2) Proposal of five novel approaches for the analysis, indexing, and retrieval of digital videos \cite{4–8, 11, 14, 15}.
3) A statistically well-founded experimental evaluation of the proposed methods compared to current solutions.
4) Specification and implementation of a computationally fast system for devices with a limited hardware capacity.

There are several planned extensions, both from a theoretical and implementation point of view, for the different modules of the system architecture. Some of those extensions, by the way, are being analyzed. They include:

- **Extension to other video formats.** To gain computational efficiency, the proposed system exploits video compression standards in order to process videos directly in the compression domain. Due to its stability and simplicity, the MPEG video compression standard and, more specifically, the MPEG-1/2 video format, was chosen as the basis on which the proposed methods were founded. In general, different video compression standards follow a same basic paradigm. Therefore, those solutions can be extended to different compression standards.

- **Extension to other visual features.** This thesis has focused on motion information. This thesis has focused on motion information. However, other visual properties can be explored in the analysis, indexing, and retrieval of digital videos. A potential feature is the temporal
consistency of video data. Temporal consistency refers to the observation that temporally adjacent video shots have similar visual and semantic content. This implies that relevant shots matching a specific semantic concept or a query topic tend to gather in temporal neighborhoods or even appear next to each other consecutively. In this way, it is possible to make a more detailed analysis of the relevance of a video shot by considering the relevance of its neighboring shots.

- **Integration of different data types.** The query processing involving video content may include different data types, such as text, sound, and image. In this sense, an extension of the proposed system consists in investigating the use of fusion strategies for combining results from methods to analyze different data types. One way of integrating these data is to extend the current system as a composition of smaller subsystems, one for each data type. This can be done in a hierarchical (i.e., the output of a subsystem is used as the input of other ones, improving results at each iteration) or parallel (i.e., each subsystem is processed in an independent manner and the final result is given by combining individual responses) fashion.
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