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Abstract—In Content-based Image Retrieval (CBIR) systems,
accurately ranking images is of great relevance, since users are
interested in the returned images placed at the first positions,
which usually are the most relevant ones. In general, CBIR
systems consider only pairwise image analysis, that is, compute
similarity measures considering only pairs of images, ignoring
the rich information encoded in the relations among several
images. On the other hand, the user perception usually considers
the query specification and responses in a given context. We
propose five re-ranking and rank aggregation algorithms aiming
at exploit contextual information for improving the effectiveness
of CBIR systems. Re-ranking algorithms exploit contextual in-
formation, encoded in the relationships among collection images,
while rank aggregation approaches have been used to combine
results produced by different image descriptors. We also propose
approaches for combining the re-ranking and rank aggregation
methods and for efficient re-ranking computation on GPUs.

Keywords-content-based image retrieval; contextual informa-
tion; re-ranking; rank aggregation; multimodal retrieval; parallel
computing;

I. INTRODUCTION

The huge growth of image collections and multimedia re-
sources available and accessible through various technologies
is remarkable. In this scenario, there is the need of methods
for indexing and retrieving these data. A promising approach
relies on supporting image searches by taking into account
image content information, using the Content-Based Image
Retrieval (CBIR) systems.

Basically, a CBIR system aims at meeting the user needs
expressed in a query specification (e.g., by defining a query
image as input). The method usually applied to achieve its goal
relies on retrieving the most similar images in a collection by
taking into account image visual properties. Collection images
are ranked in decreasing order of similarity, according to a
given image descriptor. An image content descriptor is char-
acterized by [1]: (i) an extraction algorithm that encodes image
features into feature vectors; and (ii) a similarity measure used
to compare two images. The similarity between two images is
computed as a function of the distance of their feature vectors.

Several efforts have been proposed for improving the effec-
tiveness of CBIR approaches. Some of those efforts rely on
using more accurate features for describing images. Another
venue is related to the definition of similarity (or distance)
functions that would be able to measure the distance between
feature vectors in a more effective way.

However, in general, those iniatives perform only pairwise
image analysis, that is, they compute similarity (or distance)
measures considering only pairs of images, ignoring the rich
information encoded in the relationships among images. On
the other hand, the user perception usually considers the
query specification and the query responses in a given context.
Context can be broadly defined as all information about
the whole situation relevant to an application and its set of
users. In interactive applications, the use of context can play
an important role. In a CBIR scenario, relationships among
images, encoded in ranked lists and distances among images,
can be used for extracting contextual information [2].

We propose five different re-ranking methods aiming at
improving the effectiveness of image retrieval tasks replacing
pairwise similarities by more global affinities. For each re-
ranking method, we propose a rank aggregation approach
that uses the re-ranking methods to combine CBIR descrip-
tors. In summary, we put efforts on post-processing the dis-
tance/similarity scores, by taking into account the contextual
information available in relationships among images in a given
collection. The methods require no user intervention, training
or labeled data, operating on an absolutely unsupervised way.
The use of different strategies by the proposed methods
contributes for analysing different, and complementary aspects
encoded in relationships among images. Therefore, we also
proposed approaches for combining the outputs of re-ranking
and rank aggregation methods, aiming at further improving the
effectiveness of CBIR results. In addition, we also proposed an
efficient parallel approach for computing re-ranking methods
on GPUs.

We face several relevant research challenges in order to
exploit contextual information: What kind of data can be
used for exploiting useful contextual information? How can
we process these data in order to extract useful contextual
information? How to process the minimum amount of raw data
to extract the most useful contextual information? How can
we combine different approaches aiming at further improving
the retrieval effectiveness? How can we efficiently compute
re-ranking and rank aggregation methods?

Solutions for various of these questions are addressed in
this PhD work and presented along this paper. The paper is
organized as follows: Section II briefly describes the problem
definition. Section III presents the contributions of this PhD



work. Finally, Section IV presents results and conclusions.
Due to space limitation, a detailed description of the al-

gorithms proposed and results achieved are not presented in
this paper. The full thesis [3] and related publications [4]–
[16] are available in http://www.ic.unicamp.br/∼dcarlos (as of
14/05/2012).

II. IMAGE RETRIEVAL MODEL AND PROBLEM DEFINITION

Let C={img1, img2, . . . , imgN} be an image collection.
Let D be an image descriptor which can be defined [1] as

a tuple (ε, ρ), where:
• ε: Î → Rn is a function, which extracts a feature vector
vÎ from an image Î .

• ρ: Rn×Rn → R is a distance function that computes the
distance between two images according to the distance
between their corresponding feature vectors.

The distance ρ(imgi,imgj) among all images imgi,imgj ∈
C can be computed to obtain an N×N distance matrix A, such
that A[i, j] = ρ(imgi,imgj). Given an image query imgq , we
can compute a ranked list Rq in response to the query, based
on distance matrix A. The ranked list Rq=(img1, img2, . . . ,
imgN ) can be defined as a permutation of the collection C.
We also can take every image imgi ∈ C as an image query
imgq , in order to obtain a set R = {R1, R2, . . . , RN} of
ranked lists for each image of collection C.

Our goal is to propose re-ranking algorithms, represented
by function fr, that takes as input the distance matrix A (and
the set of ranked lists R computed based on this matrix) for
computing a new and more effective distance matrix Â:

Â = fr(A,R) (1)

Given the new distance matrix Â, a new set R̂ can be ob-
tained. R̂ contains the new ranking positions of all collection
images, that is, the collection images are re-ranked. Note that
the main aspect of fr consists in exploiting all relationships
encoded in both A and R.

We consider an iterative approach for our re-ranking meth-
ods, in which the distance matrix A is progressively improved.
An abstract iterative model of our re-ranking methods is
illustrated in Figure 1.

Fig. 1. Abstract model of the proposed image re-ranking algorithms.

III. CONTRIBUTIONS

A. Distance Optimization Algorithm

The Distance Optimization Algotihm - DOA ( [6], [8], [14])
is a re-ranking method that exploits a clustering approach for
performing image re-ranking in CBIR tasks. The algorithm
explores the fact that if two images are similar, their distances
to other images and therefore their ranked lists should be
similar as well. The main idea of the algorithm consists
in clustering images and then using the created clusters for
updating distances and performing image re-ranking. These
steps are repeated in an iterative manner until a convergence
criterion is reached.

Clusters are created according to the contextual information
about images, considering the similarity of their ranked lists
or the correlation of their distances. These similarity scores
are computed by special functions called cluster-similar func-
tions. Two approaches based on the similarity of ranked lists
and distances correlations are proposed to implement cluster-
similar functions.

Once clusters are created, distances among images belong-
ing to the same cluster are updated (decreased). Redefining
distances leads to performing a re-ranking of the set of ranked
lists. This process is repeated until the “quality” of the formed
clusters does not improve and, therefore, “good” ranked lists
are created. We also demonstrate how the clusters produced
by the algorithm can be applied to the problem of combining
ranked lists (rank aggregation) defined by different CBIR
descriptors.

B. Pairwise Recommendation

We proposed a new re-ranking method conceptually based
on recommender systems. Recommender systems attempt to
reduce information overload by selecting automatically items
that match the personal preferences of each user. Our Pairwise
Recommendation [4] approach is inspired by the concept of
recommendation, originally created to consider users pref-
erences. However, our method does not require any user
interaction. The recommendations are simulated based on
information encoded in ranked lists computed by CBIR de-
scriptors. The relationships among images encoded in ranked
lists are used for composing image profiles and then making
recommendation.

The Pairwise Recommendation re-ranking algorithm is
based on the conjecture that images can recommend images
found at the first positions of their ranked lists (e.g., their k-
nearest neighbors). In this context, a recommendation means
that the distance between two images should be decreased and
an image should be moved up in the ranked list of the image
that received the recommendation.

Each recommendation is associated with a different weight
(how much the distance should be decreased). For computing
the recommendation weight, we consider the position of
images in ranked lists and the quality of the ranked lists,
estimated by a proposed cohesion measure. We consider, in
this way, that images with better ranked lists (higher cohesion)

http://www.ic.unicamp.br/~dcarlos


have more authority for making recommendations. After per-
forming all recommendations, ranked lists are considered for
clustering images and additional recommendations are made,
given the obtained clusters.

Once all distances have been updated by recommendations,
a re-ranking can be performed based on the new distance
matrix. These steps are repeated in an iterative manner until a
convergence criterion is reached. The employed convergence
criterion is based on the variation of cohesion measure. At
each iteration we also increment the number of k neighbors
considered for recommendations. After each iteration, more
relevant images are found at first positions of the ranked lists.
Non-relevant images are moved out from the first positions of
the ranked lists and therefore k can be increased for consid-
ering more images. Finally, when the convergence criterion is
reached, a re-ranking is performed based on the final distance
matrix computed.

Figure 2 present some results, illustrating the precision ×
recall curves of shape descriptors CFD [8] and IDSC [17] on
MPEG-7 [18] dataset, considering different situations: before
and after using the Pairwise Recommendation (PRM) re-
ranking algorithm, and after using it for rank aggregation. As
it can be observed, for both re-ranking and rank aggregation,
very significant gains in terms of precision have been achieved.
Our recommendation-based strategy opens a new area of
investigation, related to the use of recommendation techniques
in re-ranking tasks.

Fig. 2. Precision x Recall curves for two shape descriptors before and after
the Pairwise Recommendation (PRM) re-ranking and rank aggregation.

C. Context Spaces

We propose the creation of contextual spaces [5], [10] for
analysing the contextual information, i.e., for characterizing
the local context of a query image defined by its neighbour-
hood. A contextual space is a bidimensional representation of
the image collection, considering two reference images.

In the proposed approach, the contextual spaces are con-
structed considering the most similar images to a given query
image. Later, new distances are computed by taking into ac-
count the distances among these neighbours to other collection

images. The image collection is re-ranked based on the new
distances and this process is repeated along iterations.

In fact, the main motivation of the Context Spaces Re-
Ranking algorithm relies on the following question: “Given
a query image, what information can similar images provide
about other collection images?” In this method, this question
is answered by exploiting contextual spaces. The reasoning
behind the use of contextual spaces consists in taking into
account relationships of images in the context of the query
(and not only pairwise distances). Given a query image, a
selected set of similar images to the query is considered for
constructing the contextual spaces. In the following, informa-
tion encoded in these contextual spaces is used for computing a
new distance from the query image to other collection images.
In this way, distances from an image to other collection images
are redefined considering the distances to their similar images.
Figure 4 illustrates an example of contextual space for two
similar reference images, given in Figure 3.

Fig. 3. Similar reference images.

Fig. 4. Contextual space for two similar images.

Since the distances among images are redefined to become
more effective, the process is repeated iteratively, aiming at
further improving the effectiveness along iterations.

D. RL-Sim

We present the RL-Sim Re-Ranking algorithm [12], [15],
a new re-ranking method that considers the similarity among
ranked lists (RankedLists-Similarities) for characterizing con-
textual information in CBIR systems. The main motivation of
this re-ranking algorithm relies on the conjecture that contex-
tual information encoded in the similarity between ranked lists
can provide useful information for improving the effectiveness
of CBIR descriptors. In general, if two images are similar,
their ranked lists should be similar as well.

We believe that the modelling of contextual information
considering only the similarity between ranked lists represents



Fig. 5. Evolution of rankings along iterations using RL-Sim re-ranking algorithm on the MPEG-7 [18] dataset.

an advantage of our strategy. Since the re-ranking method does
not depend on distances or similarity scores, it can be used
for different CBIR tasks and can be easily adapted for other
information retrieval tasks (e.g., text or multimodal retrieval).
Beyond that, the re-ranking method can use different similar-
ity/distance measures among ranked lists, a well-established
research area [19]. Therefore, the re-ranking algorithm can be
easily extended using different similarity measures.

A contextual distance measure is defined based on sim-
ilarity/dissimilarity of ranked lists. The contextual distance
measure represents the basis of RL-Sim re-ranking algorithm.
The distance value ρ(imgi,imgj) between two images imgi,
imgj ∈ C considers only the two images imgi, imgj . In order
to compute the ranked lists Ri, Rj for images imgi, imgj ,
distances from these images to all other collection images
need to be computed. In this way, the ranked lists represent,
by itself, a contextual description of images with regard to
the whole dataset. The images at the top positions of ranked
lists often represent the most relevant images, in the sense that
they usually represent the results in which users are interested.
In this scenario, we conjecture that given any two images
and their respective ranked lists, a new and more effective
distance measure between the two images can be computed
by considering the images at the top positions of their ranked
lists.

The objective of the proposed re-ranking algorithm is to
move the non-similar images down in the ranked lists, and as
a result of this process, the quality of ranked lists is improved.
The iterative behavior of the RL-Sim Re-Ranking algorithm
can be observed in results illustrated in Figure 5. The figure
shows the evolution of rankings (and their precision) along
iterations. Each row presents 20 results for a query image
(first column with green border). The first row presents the
results of CFD [8] shape descriptor (wrong results with red
borders). The remaining rows present the results of RL-Sim
Re-Ranking algorithm for each iteration. We can observe that
wrong results contain images from different classes, situation
in which the re-ranking algorithm can correct the rankings
based on the contextual information.

E. Contextual Re-Ranking

The Contextual Re-Ranking algorithm [7], [9], [11] presents
a novel approach for retrieving contextual information, by
creating a gray scale image representation of distance ma-
trices computed by CBIR descriptors (referenced as context
image). Our method uses distance matrices computed by CBIR
descriptors that are later processed considering their image

representation. The use of image processing techniques for
contextual information representation and processing is an
important novelty of our work.

The context images represent a great source of information
about the image collection. A single context image contains
information about all distances among images and their spatial
relationship defined by the ranked lists of the reference images.
An example, considering two similar reference images (from
the MPEG-7 dataset [18]), is illustrated in Figure 6. The
respective gray scale image representation is illustrated in
Figure 7.

Fig. 6. Similar reference images.

Fig. 7. Context image for similar reference images.

The context image is constructed for the k-Nearest Neigh-
bors of a query image and analysed using image processing
techniques. The median filter, which is a well-known non-
linear filter often used for removing noise, is exploited in our
approach to improve the quality of distance scores. Basically,
we consider that “wrong” distances can be considered and
represented as “noise” in the context image, and the median
filter is used for filtering this noise out. In fact, a very
large number of image processing techniques can be used for
extracting useful information from context images. We believe
that our strategy opens a new area of investigation related
to the used of image processing approaches for analyzing
distances computed by CBIR descriptor, in tasks such as image
re-ranking, rank aggregation, and clustering.

The main idea of the algorithm consists in, given an image



imgi ∈ C, to process contextual information of imgi by con-
structing context images for each one of its k-nearest neighbors
(based on the distance matrix A). We use an affinity matrix
W to store the results of processing contextual information.
Let N be the size of collection C, the affinity matrix W is an
N×N matrix where W [k, l] represents the similarity between
images imgk and imgl.

We use image processing techniques to process the context
images that consider imgi and each one of its k-nearest
neighbor and then update the affinity matrix W . The same
process is performed for all imgi ∈ C. Since all images of
C are processed, the affinity matrix W is used as input for
computing a new distance matrix At+1 (where t indicates the
current iteration).

F. Efficient Image Re-Ranking Computation on GPUs

The usefulness of CBIR systems depends on both the
effectiveness and the efficiency of the retrieval process. While
the effectiveness is related to the quality of retrieved images,
the efficiency is related to the time spent to obtain the results.
Both are indispensable for useful real-world systems. Aiming
at computing the relationship among images, re-ranking algo-
rithms often consider all distances among images in a given
dataset, which represent a large computational effort.

The computation of re-ranking algorithms can be par-
allelized using Graphic Processing Units (GPUs) devices.
Despite the fact that these distances can be computed con-
currently in multi-core machines and the execution is likely
to achieve linear speedups, current multi-core machines are
still limited to a couple of cores, which limit the maximum
available parallelism. GPUs, on the contrary, are capable of
executing up to 1600 threads at the same time, two orders
of magnitude higher than state-of-the-art multi-core CPUs.
Graphic Processing Units (GPUs) have evolved into massive
parallel architectures capable of executing hundreds of opera-
tions per cycle.

In this work [13], we address the image re-ranking perfor-
mance challenges by designing and implementing a re-ranking
algorithm that takes advantage of the massive amount of par-
allelism at GPUs. We propose a parallel GPU-based solution
which can speed up the Contextual Re-Ranking algorithm
computation.

We used the OpenCL standard in our implementation.
OpenCL is a new industry standard for task-parallel and data-
parallel heterogeneous computing on a variety of modern
CPUs, GPUs, DSPs, and other microprocessor designs [20].
In OpenCL, a program is executed on a computational device,
which can be a CPU, GPU, or another accelerator.

The Contextual Re-Ranking algorithm presents great poten-
tial for parallelization, as a large number of context images
(N ×K) are created at each iteration and they do not depend
on each other for processing. The re-ranking step (the re-
sort of N ranked lists) also can be computed in a parallel
way for each ranked list. However, the parallelization of
the algorithm presents several challenges (e.g., concurrent

accesses to the affinity matrix W ) that may require the design
of synchronization approaches.

We compared the OpenCL implementation with the serial
code in C/C++ and the original implementation in Java. We
also compared the performance of the OpenCL implementa-
tion for different kernels and executing in different devices -
CPU and GPUs. Experimental results demonstrate that very
significant speedups (between 4× and 8×) can be achieved
by the OpenCL parallel implementation.

G. Combining Re-Ranking and Rank Aggregation

Although a lot of efforts have been employed to develop
new re-ranking and rank aggregation methods, few initiatives
aim at combining the existing methods. Besides that, in the
same way that different CBIR descriptors produce different
and complementary rankings, results of re-ranking and rank
aggregation methods can also be combined to obtain more
effective results.

We propose three novel approaches [16] for combining re-
ranking and rank aggregation methods aiming at improving the
effectiveness of CBIR systems. We discuss how to combine:

• Re-Ranking Algorithms: an output matrix obtained from
a re-ranking algorithm can be submitted to other re-
ranking algorithm as input, aiming at further improving
its effectiveness. We call this combination approach as
“cascading re-ranking”;

• Rank Aggregation Algorithms: given a set of image
descriptors, different rank aggregation methods can be
employed for combining them. However, each rank ag-
gregation method produces a different output. In this
way, another rank aggregation method can be employed
for combining the results of the first rank aggregation
methods.

• Re-Ranking and Rank Aggregation Algorithms: a single
image descriptor can be submitted to different re-ranking
algorithms and a rank aggregation method can combine
the results of different re-ranking algorithms in order to
obtain a single, and more effective distance matrix.

IV. RESULTS AND CONCLUSIONS

In this PhD work, we have proposed different re-ranking
and rank aggregation methods for exploiting contextual infor-
mation in image retrieval tasks. A large experimental evalua-
tion demonstrated that the methods can be used for general
CBIR tasks considering different visual (e.g., shape, color,
and texture) and multimodal (visual and textual) features.
Experimental results demonstrate the effectiveness of the pro-
posed methods. We have also showed that the methods can be
combined and efficiently computed using parallel computing.

This PhD work has been done in three years and has resulted
in:

• Four international journal papers [4]–[7];
• Seven international conference papers [8]–[13], [16]
• One national conference paper [14];
• One paper submission to an international journal [15];



Fig. 8. Main concepts, contributions, publications, and possible extension of the PhD work.

Figure 8 summarizes the overall organization of the PhD
work, considering the main concepts and their relationships.
This figure also shows the main contributions, associated
publications, and future work. The colors of this figure aim
at organizing the meanings of each concept: in red, the main
subjects related to the research; in green, the main contribu-
tions of this work; in blue, the related concepts used to address
the contributions; in yellow, the associated publications; and
in gray, the future work.
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