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Fig. 1. Result of our method: from stereo pair (left) to 3D dduight) by phase-based correspondence + triangulation

Keywords-3D shape; 3D vision; dense correspondence; stere-  description of each object point. For many scenarios thid ki
0scopy. of description will not be robust since the intensity value
of each point is sensitive to influences such as differences
in the camera gain, radiometric variations, among others.

Robotic systems need to extract information about thi@onsequently, the step of finding matching points in theester
environment to perform their actions. Different approachémage pairs obtained by the binocular system will fail, and a
based on sensors such as sonar, cameras and lasers havesdeensequence the measurement result will be compromised.
used. However, in recent times the application requiresent In structured light projection, in turn, a system compiisin
have required a more detailed perception of the scene. N@amera and a laser or even a white light projector is employed
high level tasks as recognition, navigation and manipoati [3]. Using such a system, a pattern of light is projected over
need to be performed. the objects being measured. The projected pattern is detbrm

In this paper, the study and the development of a hybnighen it reaches the surface of the objects. The estimation
vision system intended for robotics applications is dé®rti of 3D coordinates is based on calculating the phase of the
Both passive and active approaches were combined in a singlejected signal instead of evaluating the original iniiées of
system in order to improve the results obtained with convethe observed object. This way, the problem related to sesfac
tional stereoscopy. Results demonstrate the effectiganiethe with homogeneous intensities is solved. Accurate results ¢
proposed system in 3D shape characterization. be obtained with this technique, but the calibration of tee s
is significantly more complicated than the calibration o th

. R _ cameras pair in passive stereo systems [4].
In passive stereoscopic vision, where just a set of cameras

is employed, 3D information can be obtained by solving Il. PROPOSEDMETHODOLOGY

calibration, matching and reconstructidd [1]. High accyra The system described in this work will be integrated and

is achieved on well-defined object features like coded targeised in a robotic welding application, where metallic stnoes

or artificial and natural object texture and edges. Howdhés, need to be repaired. Therefore, the main functional regquire

approach does not provide satisfactory results when miegsument that has guided the development of the vision system is
objects with homogeneous intensities surfa¢és [2]. Héme, tthe estimation of dense point clouds for 3D shape characteri

intensity values of the images assume a central role in thation of objects placed at an approximated distance)66

I. INTRODUCTION

A. 3D Measurement Principles Overview
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mm. To overcome the limitations and take the advantagesdifectly used in the depth estimation, as originally emphtby
both active and passive methods, we chose to develop a hylmniéctive measuring methods. The depth estimation is based o
system. As shown in figurgl 2 - a, the developed system risconstruction by triangulation, and uses the paramekerts t
composed by a pair of cameras and a projector of white liglitescribe the binocular system and the disparity maps. Thus,
A Flowchart describing the main steps of the measuremdot system calibration is enough a conventional rigid siere
method is shown in figurgl 2 - b. calibration procedure_[7] without estimation of the pragec
parameters.

Active Stereo . E E
Measurement . XPERIMENTS AND EVALUATIONS

The measurement results obtained with the described system

were evaluated based on different criteria and also corisgle
different measurement scenarios. One of the measurement
scenario is shown in figure 1, where the measured object

absolute phase corresponds to a plaster statue of an eagle. In this case a
maps acquisition cloud with approximately 140000 points were obtained when
¢ using cameras resolution 640X 480 pixels. Through a visual
assessment, it is considered that the obtained point clouds
’;ggtsif?cg’tfg’ns characterize adequately ti3é) shape of the objects and that
the generated information is enough to guide differenbacti
ght projector o ¢ on robotic operations. o _
camera camera phase based In order to perform an objective overall evf':lluatlon of the
— ~ correspondende measurement result, tfReint-to-Plane Error Metric was used.
¢ For a measurement distancelof)l0 mm, the obtained average
error was2.0136 mm.
reffng’t?;”;ﬁon IV. CONCLUSIONS

In this work the results obtained in the development of a
vision system which combines active and passive measutemen
end techniques are described. Refined results are obtained when
e using the proposed method. The information can be used

a b in tasks requiring a greater level of detail of the measured

objects. The proposed configuration, which combines the two

approaches into a single system, allow us to extend the
possibilities and scenarios of use for robotic application

The proposed method corresponds to an approach Wherguture works in_clude the su_bs_titution of the phase shift_ing
both the passive technique based on stereosc¢apy [1] and kmeanother _te_c_hmque thaF_ehmmates_the ’?eed of ”_"'“'“p'e
active technique based on fringe projectibh [5] are comthind'@Mes acquisitior [8]. Additionally, the inclusion of agsae
First, as a setup step, a calibration procedure is perforn‘%&thqd addressw_lg. correspondence on homogeneou; regions,
in order to estimate the parameters describing the binocufly USing planes fitting, for example, would be interesting.
system. As a first step of the measurement flow, the fringe REFERENCES
1|E)r01ect|on technique is used to palculate relative phasp-)smté E. Trucco and A. Verrjntroductory Techriques for 3-D Compuer Vision
or each camera. Next, phase jumps on the obtained phaseprentice Hall, 1998.
maps are removed by using a jump removal procedure [6]l D. Scharstein and R. Szeliski, “A taxonomy and evaluataindense
The absolute phase maps are then rectified in order to align g‘(’)‘*ﬁg&’;‘rewséirneov;"ngz‘;”df_’fze ;‘(')%"Z”thm‘*fema“o”a' Journal of
epipolar lines. Then, a disparity map is calculated by usings] s. s. Gorthi and P. Rastogi, “Fringe projection techeisgiWhither we
dense correspondence method based on window correlation.are?”Optics and Lasers in Engineering, vol. 48, pp. 133-140, 2010.
Here, a modifiedSAD cost function is used in order to usd? N- H. Gabriel Falcao and J. Massich, "Plane-based catitn of a

. ) . i . projector-camera system,” VIBOT, Tech. Rep., 2008.
phase values instead of intensity valuesft-Right Consistency (5] |. Yamaguchi and T. Zhang, “Phase-shifting digital hataghy,” Optics

check is applied to remove wrong disparities. Finally3& Letters, vol. 22, pp. 1268-1270, 1997.

point cloud is obtained by stereo triangulation [6] R. Zumbrunn, “Automated fast shape determination of défusflecting
Th . d t fthe d ibed ’ his th l objects at close range by means of structured light and dighase
e main advantage of the described approach is the elim- measurementsPRS, pp. 363-379, 1987.

ination of the use of intensity values of the measuremefit Z. Zhang, “A flexible new technique for camera calibraffonEEE

i i Transactions on Pattern Analysis and Machine Intelligence, vol. 22, pp.
process, as originally employed in a stereo system. Here, 13301334 2000,

phase ir?formatio_n Obtaineq by us.ing the fringe projectiqB) m. Takeda and K. Mutoh, “Fourier transform profilometry rfahe
method is used instead. It is also important to note that the automatic measurement of 3-d object shapégplied Optics, vol. 22,

projector is used only to calculate the phase maps, and is notPP- 3977-3982, 1983.

Fig. 2. Developed system
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