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Abstract—In video conferencing, if two people talk at the same time howling noises can appear due to failures in the echo cancellation system. In order to reduce these noise situations, a novel AEC (Acoustic Echo Cancellation) system is proposed by using audio and video information. Through image processing techniques we have developed a new DTD (Double Talk Detector) based on video information (video-DTD). A novel Acoustic Echo Cancellation system was successfully developed, integrating audio and video information. In simulated results using data from a real scenario the misalignment of the new AEC (with video-DTD) was smaller than a traditional AEC.
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I. INTRODUCTION

With the advent of internet, communication has become easier in such a way that people can hold a video conference session at their own houses. But if two people talk at the same time, howling noises can appear due to failures in the echo cancellation system [3]. In order to reduce these noise situations a novel AEC (Acoustic Echo Canceller) system is proposed by using audio and video information about the user.

Murata et al [1] attempted to integrate sound and image before solving echo cancellation problems, but using only binarized lip image processing [2] and performing a low integration with the AEC.

The implementation of an high integrated system is the objective of this paper.

II. ACOUSTIC ECHO CANCELLER

In acoustic echo cancellation, a measured microphone signal contains two signals: the Near-end speech signal and the Far-end echoed speech signal. The goal is to remove the Far-end echoed speech signal from the microphone signal so that only the Near-end speech signal is transmitted. The block diagram of an AEC is showed in Figure 1.

In a full-duplex conversation, the presence of signals other than the Far-end signal convolves with the echo path, thus inhibiting the ability of the adaptive algorithm to model the system.

The presence of the Near-end talker during the Far-end speech is a source of disruption in the adaptation of the filter. Therefore, adaptation of the filter must be prevented during this double talk scenario via a double talk detector (DTD).

A. Double Talk Detector

There are many approaches to determining when a double talk scenario occurs, but all of them follow the same general procedure, which says that a detection statistic, \( \eta \), can be formulated from the excitation, desired, and/or error signals. Then this detection statistic is compared to a threshold, in order to determine if a double talk can be declared.

The classical implementation of DTD uses Geigel [4] or NCR [5] (Normalized Cross Correlation) algorithms. But in this paper we will focus on an algorithm proposed by [6]. With this algorithm we can perform the comparison between the Far-end signal and the Adaptive Filter output. A block diagram is showed Figure 2.

The output from the Adaptive Filter \( e(k) \) and the Far-end
Signal $x(k)$ pass through a level detector, which converts the signal as if it was an envelope detector. The block diagram of this level detector can be seen in Figure 3. It compares the current sample of the signal with the previous one with a small delay and a small degradation. If the current sample is higher than the previous one, the output will be the current sample. Otherwise, it will be the previous one.

This LVD block was implemented with a degradation of 0.999 and it was tested with an audio sample, resulting in the plots from Figure 4.

After both signals have passed through this level detector, they follow to a comparator, which will decide if there is a double talk situation through the Equation 1.

$$L_e(k) > L_x(k) + G(k)$$  \hfill (1)

Where:
- $L_e(k)$ = Adaptive filter output signal after level detector
- $L_x(k)$ = Far-End signal after passing through level detector
- $G(k)$ = Detection Gain

If this condition is satisfied, it means a double talk situation was detected and $G(k)$ is the value which determines accuracy of this algorithm. Considering a range of variation from 0 to $-40dB$, the gain $G(k)$ varies because of the block adjustment (ADJ) and according to the detection results previously obtained. In the case of a double talk situation, $G(k)$ is increased at the rate of equation 2, considering a maximum double talk duration of 3 seconds.

$$\delta G(k) = 40dB/3s = 13.333dB/s$$  \hfill (2)

In the case of a non-double talk situation, $G(k)$ is decreased at the rate of equation 3, considering that 10s is sufficient time for the filter to adapt.

$$\delta G(k) = 40dB/10s = 4dB/s$$  \hfill (3)

After being implemented, this algorithm was simulated by using White Gaussian Noise (WGN) as input for both Far-End and Near-end talkers, simulating 3 seconds of double talk situation. The results can be seen in Figure 5 and the simulation using audio samples with several double talk situations are represented in Figure 6.
III. PROPOSED ADVANCED AEC

In this paper a novel type of AEC has been proposed, based on the double talk detector algorithm proposed by Minami and using video information to enhance the DTD performance. The integration of this novel DTD into the AEC structure is depicted in Figure 7.

In this new proposal we improve the original Minami DTD with changes in the adjustment block, which now should modify the detection gain $G(k)$ by using a new piece of information: video double talk detection (Video-DTD). This changes are depicted in Figure 8.

Figure 9 presents the flowchart of the adjustment block. The DTD is the output of this block. The Gain and DTD condition are set based on Filter output and Far-end signals. If a Video-DTD signal is received, the DTD is turned ON and the Gain is set at the lower limit.

IV. EXPERIMENTAL EVALUATION OF THE NOVEL AEC

In this section we present the results of our novel AEC, using Video-DTD.

A video was recorded from a previous established scenery, and the image frames and stereo audio were extracted from the camera.

The original video was recorded in Full-HD (1920x1880) with an interlaced scan video camera. It has 30 frames per second originally, but it was resampled to 15 frames per second in order to produce a de-interlaced video (progressive). The images are then reduced about 50% (960x544 pixels) in order to reduce the simulation time needed. In this video there are sequences of Silent, Opening, Closing and Roll mouth periods. Roll mouth are sequenced frames with a slight displacement of the whole face, but without producing any sound.

In a multi-modal approach we wanted to use video and audio information mixed in a novel technique to evaluate a double talk situation. Figure 10 shows the proposed video DTD system flowchart. For both sides (Near and Far end) we have three stages: Face Detection, Mouth Extraction and Lip Movement. On each side we determine if the speakers are talking or not. When two speakers are talking at the same time, a double-talking condition is detected by the video system and then informed to the novel DTD algorithm.

A. Face Detection

To perform face detection in a robust and reliable way, we combine the recent Viola-Jones algorithm [8] with a classical cluster analysis method called K-Means [9]. Figure 11 shows the stages in the face detection flowchart.

After applying the Viola-Jones results into a K-Means
cluster algorithm, the frames detected by Viola-Jones will be sorted in different clusters. This is an unsupervised analysis and it is capable of classifying as many clusters as those initially found. Figure 12 shows the K-Means output for the frames in the first picture of Figure 11. Three clusters were classified. The cluster number one (green/cross) contains 2 frames, cluster number two (red/star) contains 31 frames and cluster number three (blue/circle) contains only 1 frame.

The second picture of Figure 11 depicts the frames classified according to the cluster analysis (red, green and blue). Afterwards, only the frames from the small clusters are removed, which is show in the third picture of Figure 11. Finally, a mean value calculation is made in order to detect the main face.

B. Mouth Extraction

The mouth area search is the simplest technique in all proposed Video-DTD. We only compute the bottom half of the face frame detected, as shown in Figure 13.

C. Lip Movement

In order to detect the mouth movement, we will adopt the approach developed by Tamura et al [2] using optical flow analysis. The optical flow vectors (horizontal and vertical) are added, which generates an increase of their intensity when the mouth is opening, as well as a decrease when the mouth is closing.

The optical flow was computed only in the Region of Interest, around the mouth, acquired according to the descriptions in the section IV-B. We use three algorithms to compute the optical flow: Lucas-Kanade (LK) [10], Horn & Schunck (HS) [11] and Brox (BROX) [7]. Each one of the four situations (Silent, Opening, Closing and Roll) to be classified was tested with these four algorithms, and the results are showed in Figures 14, 15 and 16.

Figure 17 shows the optical flow variance for each mouth condition using all algorithms. In this figure we see that it is not possible to use variance only as a classification factor. However, the variance of the Silent condition was close to zero (as presented by Tamura); the variance of the Roll condition is higher, even bigger than the Opening or Closing situations (for most algorithms).

Figure 18 depicts the final comparison between results for three algorithms. If a threshold was established in order to separate which algorithm correctly classifies each situation,
Fig. 16. Mouth situations: (a) Silent, (b) Opening, (c) Closing and (d) Roll using Brox algorithm.

we can see that only Horn & Schunck (HS) is wrong.

Silent and Roll are non-talking conditions, indicated in the region below the threshold (SILENT). Opening and Closing are talking conditions, indicated in the region above the threshold. With this in mind one can see that Horn & Schunck algorithm is not suitable for detecting talking conditions. There is no significant difference between the Silent and Opening mouth conditions. Brox and Lucas-Kanade are suitable for detecting talking conditions. Brox is faster than LK in simulations, but LK is more suitable to speed up when implemented in hardware. Brox provides a better classification for Silent conditions than LK.

Fig. 17. Variance analysis of the optical flow algorithms in the four situations.

V. Results

As described in detail in section II-A, a White Gaussian Noise analysis is the first step in order to test the new Echo Cancellation System. Figure 19 shows the behavior of Gain and DTD output when DTD-Video signal is set.

The small delay between the start of DTD situation and the application of DTD-Video signal is related with the inherent delay of the image processing. Results using real voice data are depicted in the Figures 21 and 22.

The main result of the system can be seen in Figure 22. The misalignment of the novel AEC, using the Video-DTD is represented in the red (thin) line. The same audio samples and room impulse response were used in a traditional AEC using NCR-DTD algorithm and is represented by the blue (thicker) line. The novel DTD is slightly better than audio-only DTD.

Fig. 18. Peak above mean using optical flow algorithms.

Fig. 19. DTD result using Video-DTD with WGN.

Fig. 20. Misalignment of White Gaussian Noise simulation.
VI. CONCLUSION

A novel Acoustic Echo Cancellation system was successfully developed, integrating audio and video information. For video-DTD analysis we verify that the relation peak above the mean is more indicated due to the rolling face problem. The performance of this new system is slightly better than a traditional audio-only one. Using a DTD based on NCR has indicated that the video information applied in a double talk detection could improve the performance of the Acoustic Echo Cancellation system.
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