
Swarm and Evolutionary Computation 51 (2019) 100601

Contents lists available at ScienceDirect

Swarm and Evolutionary Computation

journal homepage: www.elsevier.com/locate/swevo

An adaptive multi-objective algorithm based on decomposition and large
neighborhood search for a green machine scheduling problem

Luciano P. Cota a,∗, Frederico G. Guimarães b, Roberto G. Ribeiro a, Ivan R. Meneghini b,
Fernando B. de Oliveira c, Marcone J.F. Souza d, Patrick Siarry e

a Instituto Tecnológico Vale, Ouro Preto, MG, Brazil
b Machine Intelligence and Data Science (MINDS) Laboratory, Department of Electrical Engineering, Universidade Federal de Minas Gerais, Belo Horizonte,
MG, 31270-010, Brazil
c Department of Computer and Systems, Universidade Federal de Ouro Preto, João Monlevade, MG, 35931-008, Brazil
d Department of Computer Science, Universidade Federal de Ouro Preto, Ouro Preto, MG, 35400-000, Brazil
e Université Paris-Est Créteil, LiSSi, 61 Avenue du Général de Gaulle 94010 Créteil, Cedex, France

A R T I C L E I N F O

Keywords:
Green scheduling
Multi-objective optimization
Parallel machines
Adaptive large neighborhood search
Learning automata
Decomposition and aggregation

A B S T R A C T

Green machine scheduling consists in the allocation of jobs in order to maximize production, in view of the
sustainable use of energy. This work addresses the unrelated parallel machine scheduling problem with setup
times, with the minimization of the makespan and the total energy consumption. The latter takes into account the
power consumption of each machine in different operation modes. We propose multi-objective extensions of the
Adaptive Large Neighborhood Search (ALNS) metaheuristic with Learning Automata (LA) to improve the search
process and to solve the large scale instances efficiently. ALNS combines ad-hoc destroy and repair (also named
removal and insertion) operators and a local search procedure. The LA is used to adapt the selection of insertion
and removal operators within the framework of ALNS. Two new algorithms are developed: the MO-ALNS and
the MO-ALNS/D. The first algorithm is a direct extension of single objective ALNS by using multi-objective local
search. As this method does not offer much control of the diversification of the Pareto front approximation, a
second strategy employs the decomposition approach similar to MOEA/D algorithm. The results show that the
MO-ALNS/D algorithm has better performance than MO-ALNS and MOEA/D in all indicators. These findings
show that the decomposition strategy is beneficial not only for evolutionary algorithms, but it is indeed an
efficient way to extend ALNS to multi-objective problems.

1. Introduction

Sustainable use of energy is essential into the next industrial rev-
olution, so-called Industry 4.0. Reference [1] links the thoughts of
this new revolution with the incorporation of advancements in Infor-
mation Technology, including computational optimization techniques,
into manufacturing technology and systems. According to Ref. [2], the
concepts behind sustainable manufacturing are conservation of energy,
material and value-added products, waste prevention and environmen-
tal protection. Regarding saving energy in the context of advanced man-
ufacturing systems, one kind of problem which needs attention is the
green machine scheduling. The mentioned problem consists of balanc-
ing the makespan and the total energy consumption of the machines.
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It is a challenging multi-objective optimization problem with combina-
torial nature. Therefore, for large instances, heuristic-based approaches
are required given the practical limits of exact methods.

Machine scheduling problems have great relevance for the indus-
tries. These problems involve the maximization of the production by
allocating the jobs to the available resources in an optimal way. Accord-
ing to Ref. [3], this type of problem addresses the allocation of resources
for tasks or services by periods to optimize one or more objectives. Sin-
gle objective scheduling seeking to minimize the makespan, defined by
the notation RM|Sijk|Cmax, is treated in various works in the literature.
This kind of scheduling problem appears in many manufacturing indus-
tries, such as textile, chemical, semiconductor and ink [4]. Besides, this
problem belongs to the  -hard class. It is a generalization of the par-
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allel machine scheduling problem with identical machines and without setup
times, which has been proven to belong to that class in Refs. [5,6]. Ref-
erence [7] presents a comprehensive up to date survey which addresses
the topic, classifying and comparing 500 papers of scheduling prob-
lems. We review some of these works as follows. In Ref. [4] the authors
proposed a metaheuristic for randomized priority search and a math-
ematical model. Genetic algorithms and a mathematical model have
been implemented in Ref. [8]. In the works [9–11], the authors have
proposed several algorithms that combine the Iterated Local Search
and Variable Neighborhood Descent [12] metaheuristics. Two hybrid
models based on logic-based Benders decomposition and Branch-and-
check have been defined in Ref. [13]. An Adaptive Large Neighborhood
Search metaheuristic with Learning Automata has been presented in
Ref. [14].

As reported by the US Energy Information Administration, the indus-
try sector is responsible for the consumption of 54% of the total energy
generated in the world. The predominant energy sources are natural
gas and electricity. Since the machines are responsible for most of
the electricity consumption in the industries, machine scheduling prob-
lems have great relevance in this scenario. Scheduling problems have
been studied since the years before World War II [15]. Nevertheless,
the sustainable use of energy has become relevant only more recently.
Research in this area is defined as green scheduling, see for instance
Ref. [16].

Green scheduling in machine scheduling problems is still under-
explored in the literature. Many studies in the literature deal with flow
shop scheduling problems, as follows. In Ref. [17], the authors have
constructed a mathematical model for solving a problem with the objec-
tive of minimizing the electricity costs and carbon emissions. In Ref.
[18] the authors have implemented a multi-objective Iterated Greedy
algorithm for solving a problem seeking to minimize the makespan and
total carbon emissions. In Ref. [2] a mathematical model and a con-
structive heuristic have been proposed to solve a problem attempting
to minimize the makespan and total energy consumption. In Ref. [19]
the authors have implemented a mathematical model to minimize elec-
tricity consumption and total weighted tardiness. In Ref. [20] a genetic
algorithm has been defined to solve a problem seeking to minimize the
makespan and the energy consumption.

With regard to energy optimization aspects, production scheduling
with electrical energy constraint has been addressed in Ref. [21]. Total
energy cost in a single-machine manufacturing environment has been
studied in Ref. [22], and the complexity analysis of those problems on
energy states of machines has been reviewed in Ref. [23]. The objective
is to minimize the total energy consumption costs. Besides, the trade-
off between makespan and energy consumption has been investigated
in Ref. [24] for two-machine permutation flowshop scheduling problem
with sequence dependent setup times. Those machines have a variable
speed and this feature was incorporated in the mathematical model.
Pareto fronts were used to present that trade-off in this problem.

Bi-objective optimization in green scheduling problems are per-
formed in different context. The single machine batch scheduling is pro-
posed by Ref. [25] and the objectives are to minimize the makespan and
the total energy costs. The scheduling problem with identical parallel
machine has been studied in Ref. [26]. The objectives are to minimize
total energy consumption and makespan. The problem with parallel
machine is also addressed in Ref. [27]. Besides, those authors consider
machines with different processing cost rates. The makespan and the
total cost (namely total green cost) are minimized. A memetic differ-
ential evolution algorithm has been proposed in Ref. [28] to solve an
unrelated parallel machine scheduling problem. The objectives are to
minimize total energy consumption and makespan.

Metaheuristics based on local search methods, such as Iterated Local
Search [29] and Adaptive Large Neighborhood Search (ALNS) [30],
have been successfully applied to solve single objective combinatorial
optimization problems, including scheduling problems, in a number of
studies [9,14,31–33]. In the literature, there are several adaptations of

these metaheuristics to solve multi-objective problems [34–36]. How-
ever, many of those adaptations do not have the proper structure to deal
with the essential requirements of the multi-objective problems, such
as the diversity control in the Pareto front approximation. Population-
based metaheuristics have been very effective for approaching multi-
objective problems, with the advantage of evolving a set of solutions
simultaneously and having specific operations to enforce diversity on
the Pareto front approximation [37]. Evolutionary algorithms such as
MOEA/D [38], NSGA-II [39], NSGA-III [40], and SPEAII [41], that are
based on genetic operators to explore the search space, are among the
most well-known algorithms. Nevertheless, there is enough evidence
that embedding local search methods in these evolutionary algorithms
brings a great impact on their performance in combinatorial optimiza-
tion problems [42–44]. Accordingly, the combination of metaheuristics
based on extensions of local search methods and pure population-based
multi-objective metaheuristics might generate effective and powerful
algorithms for solving multi-objective scheduling problems. This is the
main motivation for the present study.

More recently, in Ref. [45], the authors presented a new formulation
for the unrelated parallel machine scheduling problem with setup times,
attempting to minimize the makespan and the total energy consumption.
The energy consumption is calculated considering the power consump-
tion of each machine in different operation modes. In Ref. [45], the
authors developed a Mixed Integer Linear Programming (MILP) model
for the problem and show that the objectives makespan and total energy
consumption are conflicting. In addition, the authors have shown the
importance of considering energy consumption in the problem. Two
exact methods to solve the problem RM|Sijk|(Cmax,TEC) have been pre-
sented. Due to the limitation of the exact methods in solving large prob-
lems in a restricted time, only small and medium-sized instances were
solved. The aim of our work is to propose multi-objective algorithms
to solve the large-sized instances efficiently. The main objective is to
develop multi-objective algorithms with learning techniques to improve
the search process. This strategy is a significant extension on previous
work proposed in Ref. [14]. That algorithm is an ALNS with Learning
Automata that is able to learn the best momentary choice of insertion
and removal methods. The ALNS with Learning Automata obtained a
good performance to solve the single objective problem RM|Sijk|Cmax.
In this paper we extend this ALNS framework to deal with the prob-
lem RM|Sijk|(Cmax,TEC). This paper extends the previous work by pre-
senting: (i) multi-objective algorithms based on decomposition features
of the MOEA/D and the Learning Automata strategy used; (ii) a solu-
tion for large-sized instances of a green scheduling machine problem.
Although the fact that this problem is quite relevant in the industry 4.0
context, the literature did not show until nowadays a sufficient scien-
tific effort to tackle it. Therefore, we seek to generate advanced meta-
heuristics to address this green manufacturing problem.

Regarding such metaheuristics, we create two multi-objective algo-
rithms for solving large-sized instances of RM|Sijk|(Cmax,TEC) problems.
The first algorithm is a multi-objective version of the mono-objective
ALNS with Learning Automata, which is called MO-ALNS, employing
Pareto local search. A local search is added to explore the changes in
modes of operation. This algorithm does not control the diversifica-
tion of the Pareto front approximation. This characteristic might be a
disadvantage. The second algorithm is a combination of the MOEA/D
algorithm [38] and the single-objective ALNS with Learning Automata.
This method is called MO-ALNS/D. In the classical MOEA/D, a multi-
objective problem is decomposed into S single objective optimization
subproblems using aggregation methods. The subproblems are gener-
ated using weight vectors uniformly distributed; the exploration of the
subproblems is performed by means of genetic operators. The MO-
ALNS/D has the decomposition structure of classical MOEA/D, but it
uses the ALNS with Learning Automata to explore the scalar subprob-
lems instead of the genetic operators. Unlike the MO-ALNS, the MO-
ALNS/D has better control of the diversification of the Pareto front
approximation. This characteristic is inherited from the MOEA/D.
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The rest of this paper is organized as follows. The addressed prob-
lem is detailed in Section 2. The proposed multi-objective algorithms
are introduced in Section 3. In Section 4, the results on computational
experiments are reported and discussed. Finally, Section 5 presents the
conclusions and future works.

2. Problem definition

The problem has the following characteristics. There are a set of
non-preemptive jobs, a set of parallel and independent machines and
a set of different operation modes. Each operation mode is related
to a corresponding speed of processing the job and power consump-
tion. Therefore, there is a processing time to perform a job on a given
machine. There is a setup time to prepare the machine for processing
the jobs, and this setup time depends on the order of allocation of the
jobs. Each machine has a power consumption with normal speed of
operation.

The objectives are to allocate all the jobs on the machines
using the operation modes, seeking to minimize the makespan and
the total energy consumption. This problem can be described as
RM|Sijk|(Cmax ,TEC), according with the classical notation for machine
scheduling problems [46]. RM represents the unrelated parallel
machines, Sijk the setup times, Cmax the makespan and TEC the total
energy consumption. These two objectives have great importance in the
problem. The minimization of the makespan usually implies an efficient
use of the machines [47]. Meanwhile, the minimization of total energy
consumption implies reducing costs for industries and the conscious use
of environmental resources. Furthermore, the objectives have conflict-
ing nature because there is a trade-off between maximizing production
with respect to completion time and minimizing power consumption
by allocating jobs to those machines with low power consumption and
processing jobs at lower speeds.

The mathematical model for the problem RM|Sijk|(Cmax,TEC) has
been defined initially in Ref. [45] and we reproduce it here for the
sake of completeness. Let:

• M = {1,… ,m}: set of machines with m being the number of
machines;

• N = {1,… , n}: set of jobs with n being the number of jobs;
• L = {1,… , o}: set of o different modes of operation with o being

the number of modes of operation. Each mode is related to a corre-
sponding speed of operation and power consumption;

• pik: processing time of job k in machine i [minutes];
• Sijk: setup time necessary for processing the job k in machine i after

job j [minutes];
• 𝜋i: power consumption of machine i at normal speed of operation

[kW];
• vl: multiplying factor of speed at normal operation, with l ∈ L;
• 𝜆l: multiplying factor of power at normal speed, with l ∈ L;
• B: big constant.

The factor vl is a non-decreasing function of 𝜆l, and these factors are
the same on all machines. The relation between these factors is given
below.

vl and 𝜆l =
⎧⎪⎨⎪⎩

vl = 1 and 𝜆l = 1, normal speed of machine operation
0 < vl < 1 and 0 < 𝜆l < 1, speed slower than normal, then the machine consumes less power
vl > 1 and 𝜆l > 1, speed greater than normal, then the machine consumes more power

Decision variables used in the mathematical model are:

xijkl =
{

1, if job k, with operation mode l, is allocated immediately after job j in machine i
0, otherwise

Auxiliary variables used in the model are:

• Cj: completion time of job j;

• Oi: completion time of machine i;
• Cmax: maximum processing time of all machines (makespan);
• TEC: total energy consumption [kWh].

In the model, a fictitious job 0 is allocated at the beginning
of each machine with processing time and setup time equal to 0
(pi0 = 0∀i ∈ M and Si0k = 0∀i ∈ M,∀k ∈ N). The mathematical
model is described in Eqs. (1)–(12):

min Cmax (1)

min TEC (2)

Subject to:
m∑

i=1

n∑
j=0
j≠k

o∑
l=1

xijkl = 1∀k ∈ N (3)

m∑
i=1

n∑
k=1
j≠k

o∑
l=1

xijkl ≤ 1∀j ∈ N (4)

n∑
k=1

o∑
l=1

xi0kl ≤ 1∀ i ∈ M (5)

n∑
k=0
k≠j

o∑
l=1

xijkl −
n∑

h=0
h≠j

o∑
l=1

xihjl = 0∀j ∈ N,∀i ∈ M (6)

Ck − Cj + B
(
1 − xijkl

)
≥ Sijk +

pik
vl

∀j ∈ N0,∀k ∈ N,

j ≠ k,∀l ∈ L,

∀i ∈ M (7)

C0 = 0 (8)

n∑
j=0

n∑
k=1
k≠j

o∑
l=1

(
Sijk +

pik
vl

)
xijkl = Oi∀i ∈ M (9)

Cmax ≥ Oi∀i ∈ M (10)

TEC ≥

m∑
i=1

n∑
j=0

n∑
k=1
j≠k

o∑
l=1

(
𝜆l ×

𝜋i
60

× pik
vl

)
xijkl (11)

xijkl ∈ {0, 1} ∀j ∈ N0,∀k ∈ N,

j ≠ k,∀i ∈ M,

∀l ∈ L (12)

The objective function is to minimize the makespan (1) and the
total energy consumption (2). Constraint (3) defines that each job will

be allocated to only one machine and it has a predecessor. This con-
straint also defines that the allocation has a unique operation mode.
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Table 1
Setup times of machines M1 and M2.

M1 1 2 3 4 5 6 M2 1 2 3 4 5 6

1 0 1 8 1 3 9 1 0 5 1 6 1 7
2 4 0 7 3 7 8 2 6 0 7 7 6 2
3 7 3 0 2 3 5 3 7 6 0 9 6 9
4 3 8 3 0 5 2 4 3 7 3 0 1 7
5 8 3 7 9 0 5 5 5 8 5 6 0 9
6 8 8 1 2 2 0 6 7 4 1 7 9 0

Constraints (4) and (5) ensure that each job will have, at most, one
successor job. Constraint (6) defines the right order for allocating job.
Constraint (7) calculates the accumulated time of each job. If xijkl = 1,

the accumulated time of k is Cj plus Sijk and
(

pik
vl

)
. If xijkl = 0, the con-

stant B will ensure the constraints are satisfied. Constraint (8) defines
that the accumulated time of the fictitious job is equal to 0. Constraint
(9) defines the calculation of the accumulated costs for each machine,
given by the sum of the setup time and the processing time of all
jobs allocated to a given machine. Constraint (10) defines the value
of the makespan (or Cmax). Constraint (11) defines the calculation of
total energy consumption (or TEC). This calculation uses the processing
times (pik∕vl), the power input of each machine at normal speed of oper-
ation (𝜋i), and the multiplying factors (𝜆l) and (vl). The machine power
is divided by 60 because the units of measurement. The power is given
in kW, while the processing time is given in minutes, and the TEC is
calculated in kWh. Finally, constraint (12) defines which variables are
binary. N0 is the set of jobs with the fictitious job 0. This mathematical
model has n2mq binary variables, n + m + 2 continuous variables and
2n + 3 m + nm + 2n2mq + 2 constraints.

An instance with six jobs, two machines and one operation mode
(normal speed of operation with vl = 1 and 𝜆l = 1) was chosen to
illustrate this problem. The processing times and the power consump-
tion with normal speed of operation of the machines M1 and M2 are
given below. Setup times of those machines are shown in Table 1.

M1 ∶ p1j = {70,87,28,32,38,9}, 𝜋1 = 70

M2 ∶ p2j = {4,21,68,17,43,48}, 𝜋2 = 179

The solver IBM ILOG CPLEX version 12.5 was used to solve this
instance. Fig. 1 illustrates the optimal solution for the scheduling mini-
mizing only the makespan. In this solution, the makespan is equal to 75
and the total energy consumption is equal to 283.36. Meanwhile, Fig. 2
illustrates the optimal solution for scheduling minimizing only the total
energy consumption. The makespan of this allocation is equal to 119
and the total energy consumption is equal to 199.41.

It is possible to observe that the job allocations and objective func-
tion values are quite different in both figures. This example illustrates
the conflicting nature of the two objectives in this machine scheduling
problem, even with only one operation mode.

Fig. 1. Optimal solution for the minimization of the makespan.

Fig. 2. Optimal solution for the minimization of the total energy consumption.

3. Proposed multi-objective algorithms

This section presents the two proposed multi-objective algorithms.
At first, a solution representation and evaluation are shown. Then, algo-
rithms are defined.

3.1. Solution representation and evaluation

A solution is represented by two data structures. One structure is
applied to represent job allocations on machines and another one to
represent the operation mode, in which each job is processed. Each
operation mode is related to a corresponding speed of operation and
power consumption.

In order to represent the allocation of jobs, a vector of integers with
m positions is used, in which m is the total number of machines. A list
is associated with each position of this vector and represents the jobs
allocated to each machine. The operation modes are represented by a
vector of integers. Fig. 3 shows a possible solution for an instance with
two machines, seven jobs and three operation modes. Jobs 7, 3 and
4 are allocated on machine M1, in that order. Jobs 2, 1, 6 and 5 are
allocated on machine M2, in that order. Operation modes are defined
as follows: i) operation mode 1: jobs 3 and 4; ii) operation mode 2: jobs
1, 5 and 7; iii) and operation mode 3: jobs 2 and 6.

A solution is evaluated by means of makespan (as defined in Eq.
(10), Section 2) and the total energy consumption (as defined in Eq.
(11), Section 2).

3.2. MO-ALNS algorithm

Reference [14] addresses the Unrelated Parallel Machine Schedul-
ing Problem with Setup Times with the single objective of minimizing
the makespan. The authors propose an Adaptive Large Neighborhood
Search [30] metaheuristic that uses Learning Automata to learn the
best momentary choice of insertion and removal methods. The results
show that the ALNS algorithm with Learning Automata is an attractive
method to solve single objective machine scheduling problems. Taking
this into account, the MO-ALNS algorithm is a multi-objective version
of the ALNS with Learning Automata, by including a multi-objective
local search procedure.

LA is an adaptive decision unit that improves its performance by
means of repeated interactions in an unknown random environment
[48–50], Narendra et al. [51] defines it as the following 6-tuple:
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Fig. 3. Solution representation.

(𝜑, 𝛼, 𝛽,A, 𝜋, p). The terms 𝜑, 𝛼 and 𝛽 denote sets of internal states,
outputs or actions of learning automata and responses from the envi-
ronment, respectively. The term A represents a Learning Automaton,
while 𝜋 ∶ 𝜑 ↦ 𝛼 is a function that maps the current state into a cur-
rent output, while p is a vector that defines a selection probability of an
action on each stage.

The action is randomly chosen by means of a probability distribu-
tion over a set of actions. At each interaction, the selected action j ∈ 𝛼

is used as input to the random environment for further learning. As a
response, such environment returns to the LA the applied action with
a noise signal. Let 𝛽k be a response from the environment in step k
with 𝛽k ∈ {0,1}, in which responses 0 and 1 mean “agreeable” and
“disagreeable”, respectively. If the response is “agreeable”, the proba-
bility of each action i ∈ 𝛼 might be updated with Equation (13). Oth-
erwise, if the response is “disagreeable”, the probability of each action
i ∈ 𝛼 is updated with Equation (14) [52].

pi(k + 1) =
{

pi(k) + a(1 − pi(k)) if i = j
pi(k)(1 − a) if i ≠ j

(13)

pi(k + 1) =
⎧⎪⎨⎪⎩

pi(k)(1 − b) if i = j
b

r − 1
+ pi(k)(1 − b) if i ≠ j

(14)

The parameters a, b and r are the reward, the penalty, and the num-
ber of actions, respectively. The initial probabilities of all actions are
equal. We define in the present work a Learning Automata (LA) for
the removal methods (LAN− ) and another one for the insertion meth-
ods (LAN+ ). A semi-greedy constructive heuristic is used to generate
the initial solution. A multi-objective random variable neighborhood
descent method (MO-RVND) is used to perform a local search. Algo-
rithm 1 shows the pseudo-code of MO-ALNS.

The parameters a1, a2 and a3 are rewards and the parameter b1 is a
penalty. The parameter q defines the number of jobs that are removed
from and inserted in the current solution at each iteration of the algo-
rithm. The parameter K defines the periodicity that the probabilities are
updated. tmax is the maximum execution time and it is used as the stop
criterion of the algorithm.

Initially, a solution s is constructed and a set of non-dominated solu-
tions D is created. The set D is updated by means of the addSolution
method, detailed in Ref. [53]. The initial temperature is calculated such
that a current solution has 50% of chance of acceptance if it is 5% worse

than the initial solution. It is considered the weighted sum of the objec-
tives of the initial solution, in which each objective has a weight equal
to 0.5.

The steps of the MO-ALNS at each iteration are:

1. A removal method 𝛼−i ∈ 𝛼− and an insertion method 𝛼+j ∈ 𝛼+ are
selected by a roulette method, using the probabilities of those meth-
ods. The removal and insertion methods are the same used in the
ALNS with Learning Automata;

2. q jobs are removed from the current solution with the 𝛼−i method,
and re-inserted with the 𝛼+j method. These two first steps are exactly
the same of the ALNS with Learning Automata;

3. The multi-objective local search method MO-RVND is applied to the
current solution s;

4. As in the ALNS with Learning Automata, the probabilities p− and
p+ are updated. If the solution s′ is accepted, Eq. (13) is used. Oth-
erwise, if the solution s′ is not accepted, Eq. (14) is applied. If the
current solution s′ dominates the solution s or if there is no domi-
nance between them, an attempt to insert s′ into D using addSolution
method is performed. If the current solution is accepted according
to the temperature criterion, a solution s″ receives the solution s′;

5. A new solution s is randomly selected among all solutions of the set
D and the solution s″;

6. As in the ALNS with the Learning Automata, at every K iterations
the probability values are updated within each LA;

7. In the end, the set D of non-dominated solutions is returned.

A solution might be accepted in three different situations and for
each of them a reward parameter (a1, a2 and a3) is applied in the LA
updating. These three situations are: i) a1: if the solution s′ dominates
the solution s; ii) a2: if there is no domination between solutions s′ and
s; iii) a3: if the solution s′ is dominated by the solution s, however it is
accepted according to the temperature criterion. If the solution found
is not accepted, the penalty parameter (b1) is used to update the LA.

3.2.1. Constructive procedure
The constructive heuristic selects jobs to the machines and a ran-

dom operation mode l ∈ L for each allocation. The operation of this
heuristic is given as follows. The heuristic has a time limit equals to
1% of the tmax (time limit for execution of the MO-ALNS). Initially,
the method selects a random operation mode l ∈ L for each allocation
(vector of integers in Fig. 3). A new solution is generated at each itera-
tion of the heuristic and only the best solution is stored. New solutions
are generated by means of the semi-greedy constructive heuristic Adap-
tive Shortest Processing Time (ASPT) rule [54], which is guided by the
makespan.

In the semi-greedy constructive heuristic, all jobs are inserted in a
list of candidates LC. On each iteration, the insertion of each job j ∈ LC
at the end of each machine i ∈ M is evaluated, considering the process-
ing and setup times. A second list bestLC stores the top 20% allocations
that generated a lower cost for the corresponding machine. A job k is
randomly selected in bestLC and it is inserted into the corresponding
machine. This process is repeated until all jobs in LC are allocated.

3.2.2. Insertion and removal heuristics
The removal and insertion methods used in the MO-ALNS are sum-

marized in Tables 2 and 3. These heuristics use only the comple-
tion time in their evaluations. The removal methods are presented in
Table 2. All methods remove q jobs. The insertion methods are shown
in Table 3. The removed q jobs are shuffled at random before executing
each insertion method.

3.2.3. Local search procedure
The multi-objective Random Variable Neighborhood Descent

method is used as local search procedure. This algorithm is a multi-
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Algorithm 1 MO-ALNS.

objective version of the Random Variable Neighborhood Descent [55],
in which the local searches are applied in random order. This method
is more efficient than the classical Variable Neighborhood Descent
[12], because the best order to apply the local searches may not only
depend on the addressed problem, but also on the instances character-
istics. Four neighborhood structures used in MO-RVND are described
below.

1. Multiple insertion – NSMI(s): move of reallocating a job from a
machine to another position in the same machine, or of reallocating
a job in any position in another machine. Fig. 4a illustrates an exam-
ple of this move, in which the job 4 on machine 2 is transferred to
the second position on machine 1.

2. Swap in the same machine – NSSSM(s): move of swapping two jobs
in the same machine. Fig. 4b illustrates an example of this move, in
which the jobs 1 and 6 on machine 2 are swapped.

3. Swap between different machines – NSSDM(s): move of swapping
two jobs from different machines. Fig. 4c illustrates an example of
this move, in which the job 3 on machine 1 is swapped with job 1
on machine 2.

4. Swap operation modes – NSSMO(s): move of swapping operation
mode of an allocation. Fig. 4d illustrates an example of this move,
in which operation mode of job 3 is swapped from 1 to 3.

Four local searches are used to explore the search space using the
neighborhood structures described previously. All local searches use the
first improvement strategy. Three of those local searches were proposed
in previous works, namely: i) FIMI [9,14]: it uses the neighborhood
structure NSMI ; ii) FISDM [10,14]: it uses the neighborhood structure
NSSDM ; and iii) FISSM [14]: it uses the neighborhood structure NSSSM .
The only difference in this work is in the acceptance criterion. In the
multi-objective version, a current solution s′ is accepted if it dominates
the solution s or if there is no dominance between them. That rule is
also applied to the acceptance criteria of MO-RVND.

The fourth local search is called FISMO. It uses the neighborhood
structure NSSMO. The pseudo-code of this local search is given in Algo-
rithm 2. Initially, all machines are sorted in descending order by the
completion time. The machines are selected starting from longest to
shortest completion time. For each machine, all changes between oper-
ation modes of its jobs are evaluated. The multi-objective evaluation

6
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Table 2
Removal methods.

Methods Operation

1 Random removal Removes jobs randomly.
2 Greedy expensive

cost removal
Removes most expensive jobs
considering the setup and processing
time.

3 Semi-greedy
expensive cost
removal

It is a semi-greedy version of the
previous method. At each iteration
randomly removes one job from the
20% more expensive.

4 Random machine
removal

Removes jobs from a randomly
selected machine.

5 Highest cost
machine removal

Removes jobs from machine with the
highest cost.

6 Shaw removal Removed jobs are considered similar.
The similarity criterion is the sum of
processing cost and setup time of
allocated jobs.

function was detailed in Eqs: (1) and (2). If a neighbor s′ ∈ NSSSM

dominates the solution s or if there is no dominance between them,
then the solution s′ is accepted and the search ends; otherwise, it con-
tinues until all machines are analyzed.

3.2.4. Method for updating non-dominated solutions
The addSolution method is used to update the set of non-dominated

solutions (D) [53]. This method uses simple Pareto dominance to evalu-
ate solutions. The pseudo-code of this method is presented in Algorithm
3.

Table 3
Insertion methods.

Methods Operation

1 Greedy
insertion

Insert the jobs in the best position considering all
positions of all machines.

2 Semi-greedy
insertion

It is a semi-greedy version of the previous method.
At each iteration, it inserts a job in a random
position between the 20% best positions.

3 Lambda
insertion

Insert 50% of the jobs using greedy insertion
method and the other 50% of the jobs are
randomly inserted.

4 ILS insertion For each job a random machine is selected and the
job is inserted in the best position of this machine.

5 Regretting
insertion

Insert first the jobs with larger regretting cost.
This cost is the difference between the best
position and the second best solution considering
all machines.

6 Hungarian
insertion

Creates a square matrix where the lines are
machines m ∈ M and the columns are m first jobs
of q. The data of the matrix are the best cost of
allocation of each job on each machine. The
Hungarian method is used to found the best
allocation for each matrix. This process is repeated
until all jobs of q are inserted.

3.3. MO-ALNS/D algorithm

A limitation of the MO-ALNS algorithm (presented in the previous
subsection) is that there is no control of diversification in the Pareto
front approximation. As it can be verified in the line (30) of Algorithm
1, it just selects a random solution between solutions of the set D and
the solution s”. Nonetheless, a distinguishing mark of the MOEA/D algo-

Fig. 4. Examples of movements.
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Algorithm 2 Local search FISMO,

Algorithm 3 addSolution.

rithm is the sectorization of search in the Pareto front approximation.
It divides the multi-objective problem into S mono-objective problems
based on aggregations by means of different weight vectors.

The proposed algorithm here is called MO-ALNS/D. This algorithm
has the structure of the classical MOEA/D, but it uses the ALNS with
Learning Automata to solve the scalar subproblems. The pseudo-code
of the MO-ALNS/D is shown in Algorithm 4.

The input parameters of Algorithm 4 can be divided into two groups:
MO-ALNS/D parameters and ALNS with Learning Automata parame-
ters. The parameters of the MO-ALNS/D are: i) S: total of subproblems
generated by decomposition; ii) T: number of neighbors of each sub-
problem; and iii) G: maximum number of generations. The parameters
of ALNS are the remaining (tmax,K, q, a1, a2, a3, b1), and are the same
described in Section 3.2.

A set of weights w for all subproblems is constructed using the
Scheffé’s method [56]. This method is also used in the classical
MOEA/D. This method was proposed on experiments with mixtures
and is defined by proposition {r,wmax}-simplex lattice. r is the num-
ber of objectives in optimization problems. In the Scheffé’s method,(

r+wmax−1
wmax

)
points in r-dimensional space are generated, with wmax + 1

points equally spaced in the boundary of the simplex and satisfying the
condition: ∥ w ∥1 = w1 + w2 + · · · + wr = 1.

After that, T nearest neighbors for each subproblem i are stored in
the set Bi. The constructive procedure described in Section 3.2.1 is used
to generate individuals from the population (Pop). Each individual is
associated with a subproblem i ∈ S. After generation of the population,
a vector z∗ is constructed with the best solution for each objective.

The steps of the algorithm at each iteration are:

1. A neighbor v of subproblem i is randomly selected from Bi;
2. The neighbor v is optimized using the mono-objective ALNS with

Learning Automata algorithm. An initial solution is not generated
in this mono-objective version, because the initial solution (Popv)
is passed as a parameter by the MO-ALNS/D. The evaluation func-
tion used in the ALNS with Learning Automata is replaced for the
Tchebycheff Approach (TCH) aggregation function. This function is
applied to the objective functions makespan and total of energy con-
sumption;

3. Differently from MO-ALNS, single-objective local search is used in
the RVND method, considering the aggregation method.

4. The vector of best solutions z∗ is updated;

8
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5. For each neighbor j ∈ Bi, it is verified if solution solv is better than
the corresponding solution Popj using the TCH aggregation function.
If it is, Popj receives the solution solv;

6. These steps are repeated until the number of generations (G) is
exhausted. Next, the non-dominated solutions Pop are stored in the
set D, using the addSolution method (described in Section 3.2.4). At
the end, the set D is returned.

The removal and insertion methods described in Section 3.2.2 and
the four local searches described in Section 3.2.3 are used by ALNS with
Learning Automata. In local searches the only difference is about the
criterion of acceptance, in which the evaluation is done by the aggre-
gation function TCH.

3.3.1. Tchebycheff Approach aggregation function
The Tchebycheff aggregation function is used in the classical

MOEA/D. The i-th subproblem is defined as follows [57]:

minimize gte(x ∣ wi, z∗) = max
1≤r≤R

{wr
i |fr(x) − z∗r |} (15)

in which z∗ = (z∗1,… , z∗R)
T is the ideal reference point with:

z∗r ≤ min{fr (x) ∣ x ∈ Ω} forr = 1,2,… ,R. (16)

4. Computational experiments

The computational experiments were performed in a computer with
Intel Core i7, 1.9 GHz processor, 6 GB RAM and Ubuntu 16.04 operat-
ing system. The algorithms have been implemented in the JAVA lan-
guage with Netbeans IDE 8.0.2.

4.1. Analysis of parameters of the MO-ALNS and MO-ALNS/D algorithms

In this subsection the values used for each parameter of the MO-
ALNS and MO-ALNS/D algorithms are presented. The values are shown
in Table 4.

The parameters were calibrated with empirical tests using five
instances, one from each group of jobs. The calibration was performed
using one factor at a time. For each parameter, a set of values was tested
by fixing the others. The stopping criterion used for the MO-ALNS/D
algorithm is a total of 50 generations (G = 50). This value was gen-
erated by empirical tests using a range from 20 to 200. The value 50
was the minimum number of generations for convergence of the algo-
rithm. As the stopping criterion of the MO-ALNS algorithm is the run

Table 4
Values of hyper-parameters for the MO-ALNS and MO-ALNS/D algorithms.

Parameters Value in Value in
MO-ALNS MO-ALNS/D

Stopping criterion -
Maximum execution time
(tmax)

Time spent by MO-ALNS/D –

Stopping criterion - Number
of generations (G)

– 50

Periodicity that the
probabilities are updated (K):

6 × max(|𝛼−|, |𝛼+|) 6 × max(|𝛼−|, |𝛼+|)
Number of jobs that are
removed and then re-inserted
(q)

5% of the jobs 5% of the jobs

First reward (a1) 0.2 0.2
Second reward (a2) 0.1 0.1
Third reward (a3) 0.05 0.05
Penalty (b1) 0.02 0.02
Total of subproblems (S) – 50
Number of neighbors (T) – 2
Maximum run time of
single-objective ALNS (tALNS

max )
– 20 × n (ms)

Fig. 5. Example of the hypervolume indicator.

time (tmax), we used tmax equal to the time spent by MO-ALNS/D. The
parameter K defines the periodicity that the probabilities of the Learn-
ing Automata are updated. 𝛼− is the set of removal methods and 𝛼+ is
the set of insertion methods. The Learning Automata needs a minimum
number of iterations with the environment to learning. The value 6 was
chosen in a range from 2 to 20 after several empirical tests.

The parameter q defines the number of jobs that are removed from
the current solution and then re-inserted. The value of this parame-
ter was defined by empirical tests using all instances and variations
from 4% to 30%. Rewards and penalty values are used to update the
Learning Automata according to the results obtained. These values were
based on discussions and tuning in Refs. [14,52]. The parameter S is the
total number of subproblems generated in MO-ALNS/D algorithm. This
parameter defines the granularity of weights in the search. The value of
this parameter was defined by empirical tests using a range from 20 to
200. The parameter T is the number of neighbors of each subproblem.
This parameter is commonly used with the value equal to 2 in MOEA/D
implementations. The parameter tALNS

max defines the maximum execution
time of the single objective ALNS in the MO-ALNS/D algorithm, where
n is the number of jobs (problem size). The value of this parameter was
defined by empirical tests using a range of 10 × n (ms) to 60 × n (ms).
The purpose of these tests was to identify a minimum time for the ALNS
to satisfactorily solve each subproblem.

4.2. Algorithms validation

In this section, MO-ALNS and MO-ALNS/D algorithms are executed
for the small and medium-sized instances proposed in Ref. [45] (80
instances in total). The results of the algorithms are compared to the
values obtained by the MILP model following the 𝜖-constrained method,
which is available in Ref. [45]. The main goal of this section is to
validate the results of MO-ALNS and MO-ALNS/D algorithms for the
addressed problem.

The hypervolume (HV) [58] indicator is used to compare the results
of the algorithms and the 𝜖-constrained method. The hypervolume of
an estimated Pareto front is the sum of the hypercubes that each set of
solutions contains. Fig. 5 illustrates an example of the hypervolume for
an instance in a minimization problem and a reference point rp. The red
dots are the upper limits, the reference point is rp = (200,400), and the
black dots are the non-dominated solutions found.

In this section, the reference point rp of the hypervolume used is
given by the limits generated in Ref. [45]. These limits were gener-
ated by using the 𝜖-constrained method to find the extreme points of
the Pareto front. One extreme point corresponds to the minimization of
only the makespan and the other extreme point corresponds to the mini-
mization of only the total energy consumption. The hypervolume values
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Algorithm 4 MO-ALNS/D.

were normalized between 0 and 1, by dividing the sum of the hyper-
cubes by the maximum area containing the Pareto front, as described
in (17). ∑P

i=1 hyi

(fCmax
b − fCmax

a ) × (f TEC
b − f TEC

a )
(17)

fCmax
a and fCmax

b are respectively the minimum and maximum values of
Cmax in the Pareto front identified by the 𝜖-constrained method. Like-
wise, f TEC

a and f TEC
b are respectively the minimum and maximum values

of TEC (total energy consumption) in the Pareto front found by the 𝜖-
constrained method.

Due to the stochastic nature of MO-ALNS and MO-ALNS/D algo-
rithms, they were executed five times for each instance (5 × 80 = 400
samples in total) and only the mean value of the hypervolume was con-
sidered. The results of the 𝜖-constrained method1 were extracted from
Ref. [45].

Table 5 presents the results of the algorithms and the 𝜖-constrained
method. The values are grouped by instances with the same number of
jobs.

The best average results of each group of instances are highlighted
in blue with the standard deviation presented between parentheses.
Considering the computational experiment, the results suggest a good
performance of the proposed algorithms, and also suggest that both
methods have a good convergence towards the true Pareto front. In
the results with the 𝜖-constrained method using MILP, only ten values
of 𝜖 were used, which explains why in some cases the average results
achieved by the heuristic methods are higher. We performed a statisti-

1 In Ref. [45] the computer used in the experiments with the 𝜖-constrained
method is the same one used in this work.

Table 5
Results of the HV indicator with small and medium-sized instances.

cal test of Analysis of Variance (ANOVA) [59],2 with 95% confidence
(threshold = 0.05) to verify if there is statistical difference between the
results of the HV indicator for MO-ALNS and MO-ALNS/D algorithms.
The ANOVA test was applied with blocking for the groups of instances
with the same number of jobs. The test found a p-value equal to
0.1479, this result suggests there is no statistical difference between the
results of the HV indicator. This means that both algorithms achieved
convergence to the Pareto-optimal front in small and medium-sized
instances, hence validating them for problem. A graphical analysis of
the algorithms convergence was performed. Two instances were ran-
domly selected to illustrate the results. Figs. 6 and 7 show the results.

Figs. 6 and 7 also suggest that the proposed algorithms have a good

2 The null-hypothesis (H0) is that the average results of the metric are equal.
The alternative hypothesis (H1) is that the average results of the metric are dif-
ferent, that is, at least one of the results is different from the others. We verified
that the data follow a normal distribution using the Shapiro-Wilk [60] test. The
null-hypothesis (H0) of this test is that the population is normally distributed.
Alternative hypothesis (H1), the population is not normally distributed.
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Fig. 6. Pareto front obtained with the two algorithms proposed and the 𝜖-constrained method for an instance with 8 jobs and 2 machines.

Fig. 7. Pareto front obtained with the two algorithms proposed and the 𝜖-constrained method for an instance with 12 jobs and 4 machines.

Table 6
Characteristics of large size instances.

Parameters Levels Based on

Number of jobs (n): 50, 100, 150, 200, 250 [8]
Number of machines (m): 10, 20, 30 [8]
Number of operation modes (o): 5 [2,61]
Processing time (pij): U[1,99] [8]
Sequence dependent setup time (Sijk): U [1,9], U[1,124] [8]
Machine power (𝜋 i): U[40,200] –
Multiplying factor of speed (vl): 1.2, 1.1, 1, 0.9, 0,8 [2,61]
Multiplying factor of power (𝜆l): 1.5, 1.25, 1, 0.8, 0.6 [2,61]

convergence towards the Pareto front, considering the experimental
environment.

4.3. Large instances generation

In this paper we propose an additional set of large scale instances.
This set has 30 instances from combinations of 50, 100, 150, 200 and
250 jobs with 10, 20 and 30 machines. All combinations have five oper-
ation modes (o = 5). Table 6 presents the characteristics of instances.

The processing times and the setup times were generated using
the uniform distributions proposed by Ref. [8] for a similar problem.
The set of instances of [8] is often used in the literature. The power
consumption of the machines were generated by uniform distribution
between 40 and 200 kW. Five modes of operation were used represent-
ing five speeds: i) very slow; ii) slow; iii) normal; iv) fast; and v) very
fast.

4.4. Comparison between MO-ALNS with and without LA

In this subsection we performed the comparison between the MO-
ALNS and MO-LNS algorithms. The MO-LNS is a multi-objective ver-
sion of the Large Neighborhood Search [62] method. Basically, MO-
LNS uses: the Random machine removal to remove jobs and the Greedy
insertion to insert the jobs. These removal and insertion methods are
described in Subsection 3.2.2. The local search procedure in Subsec-
tion 3.2.3 is used to perform the local searches in both algorithms. The
goal of this experiment is to verify if the adaptation and learning done
by LA is relevant to the performance of MO-ALNS.

The comparison is performed using the large instances. The stopping
criterion of the MO-LNS algorithm is the same used with the MO-ALNS.
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Table 7
Results of the HV indicator for MO-ALNS and MO-LNS.

The indicator used to compare the results of the two algorithms is the
HV and the reference point is the largest solution found for each of
the objectives. All solutions found by the two algorithms (MO-ALNS
and MO-LNS) were used to identify the minimum and maximum values
of each objective in the estimated Pareto fronts. The values of the HV
indicator also were normalized between 0 and 1, as in Subsection 4.2.

As the algorithms have stochastic nature, they were executed five
times for each instance (5 × 30 = 150 samples in total) and only the
average result was considered. Table 7 presents the average results
of the algorithms for the HV indicator. The values are grouped by
instances with the same number of jobs.

The best average results in Table 7 are highlighted in blue. The MO-
ALNS algorithm found the best result in most instances. Considering the
complete results, the MO-ALNS achieved the best performance in 93%
of cases. Fig. 8 shows the box plot of these results.

The box plot graph also suggests a better performance of MO-ALNS
algorithm. To check if there is statistical difference between the results
of HV indicator for MO-ALNS and MO-LNS algorithms, the ANOVA sta-
tistical test3 with 95% confidence (threshold = 0.05) was applied. The
ANOVA test was applied with blocking for the groups of instances with
the same number of jobs. The p-value found is equal to 2.25 × 10−9.
This suggests there is statistical difference between the results of HV
indicator.

3 We verified that the data follows a normal distribution using the Shapiro-
Wilk test.

The results of this section show that the MO-ALNS algorithm
is more efficient than the MO-LNS. Therefore, the inclusion of
removal/insertion operators and the Learning Automata in MO-ALNS
do affect performance of the method positively. Therefore, in the next
subsection MO-ALNS algorithm is used in the comparison with the MO-
ALNS/D algorithm and with the classic MOEA/D [38].

4.5. Comparison of MO-ALNS/D, MO-ALNS and MOEA/D results

The MO-ALNS, MO-ALNS/D and the MOEA/D algorithms are evalu-
ated with large instances (Table 6) in this subsection. Regarding the
MOEA/D, the evaluations were conducted using the PlatEMO [63]
with default parameters and suitable operators for the green machine
scheduling problem shown in this work. For the batch of tests con-
ducted on PlatEMO, each solution is represented by a vector of size
2n + m composed by elements that indicate tasks, modes of operations
and marks (non-repeating negative integers) which denote the end of a
sequence of tasks scheduled in a machine. Clearly, the number of marks
depends on the number of machines. Let Y = [Y1,Y2,… ,Y2n+m] be
such a vector. The elements from Y1 to Yn+m−1 denote tasks and marks
and the elements from Yn+m+1 to Y2n+m represents the operation modes
of the n tasks. The element Yn+m contains a fixed value equal to − m.
For example, the solution representation illustrated in Fig. 3, must have
the following format:

[7,3,4,−1,2,1,6,5,−2,2,3,1,1,2,3,2].
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Fig. 8. Box plot results of the MO-ALNS and MO-LNS algorithms for the HV indicator.

Table 8
Results of the HV indicator for the MO-ALNS, MO-ALNS/D and MOEA/D algorithms.

Taking into account this representation scheme, we created operators
of crossover and mutation for the MOEA/D of PlatEMO. Regarding
the crossover, it was partially based on the crossover operator for sin-
gle machine schedule presented in Ref. [64]. For the green machine
schedule problem, such operator was divided into two parts. The first
addresses the items from Y1 to Yn+m−1. It defines how we must schedule
the tasks in the resulting solution (offspring). The second deals with the

operation modes of this solution, from Yn+m+1 to Y2n+m.
The first part is defined using the same approach presented by Ref.

[64], in which, a randomly generated bit string template determines
for each parent which elements are carried forward into their offspring.
The main difference is the existence of marks (non-repeating nega-
tive integers) that denote the end of a sequence of tasks scheduled in
a machine. In summary, given parent-1 and parent-2, Y from Y1 to
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Table 9
Results of CS indicator for the MO-ALNS, MO-ALNS/D and MOEA/D algorithms.

Yn+m−1 is defined using the [64] method. The second part is defined
such a way that the segment of Y that represents the operation modes
can get information from both parents. Thus, a randomly integer R from
n + m + 1 to 2n + m is generated. As a result, the offspring from
Yn+m+1 to YR contains operation modes of parent-1, while from YR+1
to Y2n+m includes operation modes of parent-2. Regarding the mutation
operator, the four examples of movements illustrated in Fig. 4a–d were
randomly (uniform) selected and applied on the offspring.

The HV and coverage between two sets (CS) [58] indicators are
used to compare the convergence of the algorithms. The unary indica-
tors (as the hypervolume) have a limited efficiency because the sets of
non-dominated solutions are analyzed separately [65,66]. Therefore, to
compare the results of the algorithms, the coverage between two sets
(CS) binary indicator is also used. The CS indicator determines the per-
centage of solutions from one set (X″) that a given set (X′) dominates.
Eq. (18) shows the calculation of coverage indicator between sets.

CS(X′,X″) = |a″ ∈ X″; ∃a′ ∈ X′ ∶ a′ cover a″||X″| (18)

The operation a′covera″ determines that a′ dominates a″ or a′ equals
to a″. The results of CS indicator are mapped to [0,1]. If the result of
CS is equal to 1, this indicates that all points of X″ are dominated or
equal to points in X′.

The reference point used in the HV indicator is the largest solution
found for each of the objectives, considering all the solutions found by
the MO-LNS, MO-ALNS and MO-ALNS/D algorithms. The values of the
HV indicator were normalized between 0 and 1, as in the validation
phase (Subsection 4.2). As the algorithms have stochastic nature, they

were executed five times for each instance and only the average results
are considered.

Tables 8 and 9 present the average results obtained for the HV and
CS indicators.

The best results of Tables 8 and 9 are highlighted in blue. The
results suggest that the MO-ALNS/D algorithm achieved better results
in most cases for the HV indicator. Considering the complete results
the MO-ALNS/D achieved the best performance in 70% of cases. The
MO-ALNS/D algorithm also found better results for the CS indicator.
Analyzing the complete results the MO-ALNS/D achieved the best per-
formance in 76% of cases. It can be observed that the MO-ALNS/D
solutions cover some parts of the Pareto front which are not covered
by the MO-ALNS solutions. Figs. 9 and 10 present the box plot of the
results.

These graphs also suggest a better performance of the MO-ALNS/D
algorithm for the HV and CS indicators. A statistical test was applied
to verify if there is statistical difference between the results of HV indi-
cator. It was applied an ANOVA test4 with 95% confidence (thresh-
old = 0.05). The ANOVA test was applied with blocking for the groups
of instances with the same number of jobs. The value obtained for the
p-value is equal to 0.000344. As the p-value is smaller than the thresh-
old, the results suggest there is statistical difference between the results
of the hypervolume.

4 We verified that the data follow a normal distribution using the Shapiro-
Wilk test.
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Fig. 9. Box plot results of the MO-ALNS, MO-ALNS/D and MOEA/D algorithms for the HV indicator.

Fig. 10. Box plot results of the MO-ALNS, MO-ALNS/D and MOEA/D algorithms for the CS indicator.

To identify a significant difference between the results of paired
algorithms, the Tukey HSD test [59] was done with 95% of confidence
level (threshold = 0.05). Fig. 11 shows the result of this test.

The result of Tukey HSD test suggests that MO-ALNS/D is statisti-
cally better than the other algorithms in a pairwise comparison. This
result also suggests the efficiency of the proposed algorithm under the
defined conditions of the experiment.

A third indicator also is used to evaluate the quality of the Pareto
front approximations obtained by the algorithms. This indicator is the
hierarchical cluster counting (HCC) [67]. The HCC is able to measure
both the uniformity and extension of the estimate set. In this indicator,
the non-dominated solutions (or points) of an estimate set are sequen-
tially grouped into clusters. The agglomerative clustering procedures
start with each point being a cluster. In the next iterations the near-
est clusters are joined together until all the data is grouped in only
one class. The value of HCC is given by the integration (summation)
of fusion distances used at each iteration of the hierarchical agglomera-
tive clustering process. The estimate set that has the higher value for the
HCC indicator has the better description of the Pareto front. The results
of the algorithms for the HCC indicator are presented in Table 10.

The best average results of Table 10 are highlighted in blue. The
MO-ALNS/D algorithm achieved better results in almost all cases for
the HCC indicator. A statistical test was applied to identify if there
is statistical difference between the average results of the HCC indi-

cator. Kruskal-Wallis Test [59] non-parametric test5 with 95% confi-
dence (threshold = 0.05) was used. The result found is p-value equal to
0.005764. This value suggests that there is statistical difference between
the average results of the HCC. The Tukey test was applied with 95%
of confidence level (threshold = 0.05) to verify the difference between
the pairwise differences. The results of the test are shown in Fig. 12.

The results suggest that MO-ALNS/D is statistically better than the
MO-ALNS and MOEA/D algorithms, regarding the HCC metric. There-
fore the Pareto front approximations achieved by MO-ALNS/D have
better uniformity and extension. A graphical analysis is also performed
to evaluate the typical behavior of the two best algorithms. A large
instance was randomly selected and the Pareto front approximations
found by the algorithms are shown in Fig. 13.

Fig. 13 helps to illustrate how algorithms behave in large instances
of the problem. It can be observed that the Pareto front approxima-
tion of MO-ALNS/D is much better than the one of MO-ALNS, probably
because of benefitting from the implicit parallelism of a population-
based search and decomposition.

5 Null-hypothesis (H0) the average results of the metric are equals. Alterna-
tive hypothesis (H1), the average results of the metric are different, that is, at
least one of the results is different from the others. We verified that the data
does not follow a normal distribution using the Shapiro-Wilk test.
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Fig. 11. Tukey HSD test results for the HV indicator.

Table 10
Results of the HCC indicator for MO-ALNS, MO-ALNS/D and MOEA/D algorithms.
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Fig. 12. Tukey HSD test results for the HCC indicator.

Fig. 13. Pareto front obtained with the MO-ALNS and MO-ALNS/D algorithms for an instance with 50 jobs and 10 machines.

5. Conclusions

This work approached the unrelated parallel machine scheduling
problem with sequence dependent setup times, attempting to minimize
the makespan and total energy consumption, RM |Sijk|(Cmax,TEC) by the
formal definition. This problem was recently defined in the context of
green scheduling. The classical version of the problem seeks to mini-
mize only the makespan. The minimization of the energy consumption
implies in reduction of costs for the industries and the conscious use of
environmental resources.

In the literature this problem was solved using exact methods.
Thereby, only small and medium instances have been treated. The focus
of this work was to propose multi-objective algorithms to solve large
instances of this problem. Two multi-objective algorithms were defined
for this purpose. Both algorithms are based on the ALNS algorithm with
Learning Automata.

The first algorithm is called MO-ALNS and is a multi-objective ver-
sion of the ALNS algorithm with Learning Automata. In the MO-ALNS
the acceptance criterion was modified to account for the Pareto domi-
nance. A new local search has also been added to change the operation
modes. The MO-ALNS does not offer control of the diversification in the
Pareto front approximation because the current solution is chosen ran-
domly at each iteration. The second algorithm has the structure of the
classical MOEA/D, however it uses the ALNS with Learning Automata to
solve the scalar subproblems rather than genetic operators. This algo-
rithm is called MO-ALNS/D. It is noteworthy that decomposition and
aggregation in MOEA/D algorithm controls diversification of the Pareto
front approximation. The MO-ALNS/D algorithm preserves this charac-
teristic.

In the computational experiments the two multi-objective algo-
rithms were validated using the small and medium instances of the
literature, and the results of the 𝜖-constrained method. A set of large
instances was generated to compare the proposed algorithms. The two
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proposed algorithms were compared against the classical MOEA/D for a
set of large instances. The hypervolume, coverage of two sets and hier-
archical cluster counting indicators were used to measure the quality of
the results. It was observed that the MO-ALNS/D algorithm found better
results than MO-ALNS in most cases for the three indicators. Statistical
tests were applied to verify if there is statistical difference between the
results of the hypervolume and hierarchical cluster counting indica-
tors. The results of these statistical tests indicated that such differences
are significant, thus confirming the benefit of Learning Automata and
decomposition in the MO-ALNS/D algorithm. These findings show that
the decomposition approach can be beneficial to the search not only for
evolutionary based algorithms but also for other metaheuristic meth-
ods based on local search. We believe this is a significant contribution
of this study.

In principle, it is believed that the MO-ALNS/D algorithm might
be successfully applied to other multi-objective scheduling problems.
It combines two very interesting algorithms, the ALNS that has been
successfully applied to solve several single objective scheduling prob-
lems and the MOEA/D that has obtained excellent results in solving
various multi-objective and many-objective problems. Furthermore, the
problem addressed is general in the parallel machine scheduling class.
All components of the proposed algorithms can be expanded to several
other instances of real parallel scheduling problems.

As future work we intend to apply the MO-ALNS/D to other real
multi-objective and many-objective scheduling problems. In addition,
we plan to improve the algorithm with the use of more efficient tech-
niques for generating weights and other decomposition functions.
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