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When capturing an iris image under unconstrained conditions and without user cooperation, the image
quality can be highly degraded by poor focus, off-angle view, motion blur, specular reflection (SR), and
other artifacts. The noisy iris images increase the intra-individual variations, thus markedly degrading
recognition accuracy. To overcome these problems, we propose a new iris recognition algorithm for noisy
iris images. This research is novel in the following three ways compared to previous works. First, we pro-
pose the 1st step classification method which discriminates the ‘‘left or right eye’’ on the basis of the eye-
lash distribution and SR points. Since the iris pattern of the left eye differs from that of the right eye, the
1st step classification can enhance the accuracy of iris recognition. Second, the separability between
intra- and inter-classes is increased by using the 2nd step classification based on the ‘‘color information’’
of the iris region. They are measured by using the Euclidean distance (ED), chi square distance (CSD), and
hamming distance (HD) calculated with the color space models such as YIQ, YUV, YCbCr, HSI, and CMY.
Third, ‘‘textural information’’ of the iris region is used for the 3rd step classification. That is, the 1-D Gabor
filter is applied to the red, green, and gray image channels to afford three sets of iris codes from iris tex-
tures and, consequently, three HD scores, which are then combined on the basis of the weighted SUM rule
to produce a final matching score.

The experimental results with the NICE.II training dataset (selected from UBIRIS.v2 database) showed
that the decidability value (d0) was 1.6398 (the fourth-highest rank).

� 2011 Elsevier B.V. All rights reserved.
1. Short introduction

Among the various biometrics methods, iris recognition
achieves particularly high recognition accuracy because the iris
patterns between the pupil and sclera offer rich textures with a
high degree of freedom (DOF) (Daugman, 1993, 2003, 2004). Most
iris recognition systems currently available for personal identifica-
tion require near-infrared (NIR) illumination, and they require
user’s cooperation to capture an iris image with good quality,
which can give inconvenience to users. Thus, the challenge to im-
prove the performance of iris recognition in an unconstrained envi-
ronment has been issued (Proença and Alexandre, 2007).
ll rights reserved.
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Fig. 1 shows examples of noisy iris images, each affected by var-
ious factors such as low illumination; off-angle; rotation; blurring;
and occlusion by the eyelids, that by eyelashes, noises by glasses,
or occlusion by ghost regions. Since these factors reduce the simi-
larity between intra-classes, the recognition performance is drasti-
cally degraded. In this research, new iris recognition method is
proposed to improve the recognition performance for uncon-
strained image-acquisition environments. We propose the 1st step
classification method which discriminates the ‘‘left or right eye’’ on
the basis of the eyelash distribution and specular reflection (SR)
points. And we use the 2nd step classification based on the ‘‘color
information’’ of the iris region. Finally, the 3rd step relies on the
‘‘texture information’’ of the iris region for classification. That is,
the 1-D Gabor filter is applied to the gray, red, and green channels
to afford three separate iris codes and, consequently, three ham-
ming distance (HD) scores, which are combined using the
weighted SUM rule to produce a final matching score.

The remainder of the paper is organized as follows: Section 2
describes the proposed method. Section 3 describes the result
analysis, and the conclusions are presented in Section 4.
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Fig. 1. The noisy iris images (NICE.II training dataset, 2009). (a) Low illumination. (b) Off-angle. (c) Rotation. (d) Blurring. (e) Occlusion by eyelids. (f) Occlusion by eyelashes.
(g) Noises by glasses. (h) Occlusion by ghost region.
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2. Description of the proposed method

2.1. Overview

Fig. 2 shows the overall procedure of the proposed method. It
includes four steps: (I) iris region segmentation, (II) the 1st step
classification of the ‘‘left or right eye’’, (III) the 2nd step classifica-
tion using ‘‘color information’’ of iris region, and (IV) the 3rd step
classification using ‘‘textural information’’ of iris region. The NICE.II
contest focused on iris recognition, and so the results of iris seg-
mentation were already provided, as shown in Fig. 3b. However,
the pixel positions of the pupil and iris boundaries were not pro-
vided. So, in this research, the geometric center of black pixels
(the result of iris segmentation of Fig. 3b) is calculated as a rough
Fig. 2. Overall procedure of the proposed method.
position of iris center. The rough radius of iris region is calculated
based on the leftmost and rightmost positions of the black pixels.
And, using the white pixels inside the black pixels of Fig. 3b, the
accurate pupil center is determined. With the searching range
based on the rough center position and rough radius of iris region,
the accurate center position and radius of iris region are detected
by circular edge detector (CED) (see ‘‘1’’ of Fig. 2 and Section 2.2)
(Jeong et al., 2010).

Since the iris patterns of the left eye are different from those of
right eye (Daugman, 2004), the accuracy of iris recognition can be
enhanced by pre-classification of left or right eye image. In detail,
the gray textural shapes of left iris are different from those of right
iris. To prove it, in previous research (Daugman, 2004), he mea-
sured the distribution of hamming distance (HD) between left
and right irises from any given person by using iris recognition
algorithm based on gray textural information. For that, 648 left/
right iris pairs from 324 persons were compared. Experimental re-
sults showed that the mean HD was 0.497 with standard deviation
of 0.03108. And when the distribution of HD was measured from
9,060,003 different iris comparisons based on 4258 different iris
images of different persons, the mean HD was 0.499 with standard
deviation of 0.0317 (Daugman, 2004). By conclusion, the results
with different irises (the mean: 0.499, the standard deviation:
0.0317) are almost similar to those with left/right irises (the mean:
0.497, the standard deviation: 0.03108), which represents that the
patterns of left iris are different from those of right iris like differ-
ent irises of different persons.

To discriminate the left or right eye, we use the eyelash distri-
bution and specular reflection (SR) points (see ‘‘2’’ of Fig. 2 and Sec-
tion 2.3). Eyelashes are differently distributed along the edges of
the eyelid from the medial canthus to the lateral canthus, as shown
in Fig. 4 (Na et al., 2006), and the more SR spots appear in the med-
ial canthus than in the lateral canthus because of the lachrymal
glands. The color information shown in Fig. 8 can be used to iden-
tify the human eye. So the second pre-classification step uses the
proportion of the red (R), green (G), and blue (B) pixels to classify
inter-class group of recognition (see ‘‘3’’ of Fig. 2 and Section 2.4).

After producing a normalized image of 256 � 8 pixels (see ‘‘4’’
of Fig. 2 and Section 2.5), the Euclidean distance (ED), chi square
distance (CSD), and hamming distance (HD) between the input
and enrolled images are calculated using the color space models
such as RGB, YIQ, YUV, YCbCr, HSI, and CMY. These distance values
are used to classify intra-class and inter-class groups (see ‘‘5’’ of
Fig. 2 and Section 2.6). In general, brightness (gray) and color infor-
mation are mixed in RGB and CMY space. However, the brightness
and the color information are separated in YIQ, YUV, YCbCr, and



Fig. 3. Detection of pupil and iris boundaries. (a) Original image (NICE.II training dataset, 2009). (b) The segmented image provided by NICE.II contest (NICE.II training dataset,
2009). (c) Result of pupil and iris boundary detection.

Fig. 4. Eyelash distribution and the SR on the medial canthus and lateral canthus.
(a) ‘‘Right eye’’ image. (b) ‘‘Left eye’’ image.
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HSI spaces (Gonzalez and Woods, 2002; Li and Drew, 2004). The
color information of RGB and CMY are different from IQ, UV, CbCr
and HS. And even the IQ, UV, CbCr and HS have different color char-
acteristics each other (Gonzalez and Woods, 2002; Li and Drew,
2004). So, we can enhance the accuracy of iris recognition by using
the various color spaces. Among Y of YIQ, YUV, YCbCr and I of HSI,
only I of HSI is used for recognition.

The input iris images determined as imposter images by the 1st
and 2nd classification steps are excluded from the genuine match-
ing of the 3rd step classification. In addition, the threshold for clas-
sification between genuine and imposter distributions is
established in the 1st and 2nd steps so genuine data is not classi-
fied as belonging to an imposter.

Then, iris codes are extracted by using the 1-D Gabor wavelet
filter from the gray channel and the HD is calculated (see ‘‘8’’ of
Fig. 2 and Section 2.7) (Park and Park, 2007). Since the two HDs
from the red and green channels are already available in ‘‘5’’ of
Fig. 2, the three HD scores for the red, green and gray channels
are finally combined using the weighted SUM rule (see ‘‘9’’ of
Fig. 2 and Section 2.8). The combined score is used to determine
whether the input iris image is of the genuine or an imposter.

2.2. Detection of pupil and iris region

Since the NICE.II contest focused on iris recognition, the results
of the iris segmentation are provided, as shown in Fig. 3b.

However, the pixel positions of the pupil and iris boundaries are
not provided. So, in this research, the accurate centers and radii of
pupil and iris regions are detected as follows.

The geometric center of black pixels (the result of iris segmen-
tation of Fig. 3b) is calculated as a rough position of iris center. The
rough radius of iris region is determined from the half of the differ-
ence between the rightmost and leftmost positions of the black
pixels. As shown in Fig. 3b, the iris region has the gray value of 0
in the segmented image and the other areas have a gray value of
255. From this, we select the leftmost and rightmost positions at
which the gray values change from 255 to 0 and 0 to 255,
respectively.
The pupil center and radius are detected as follows. Using the
white pixels inside the black pixels of Fig. 3b, component labeling
is performed and one region (which includes the detected rough
position of iris center) is regarded as a pupil area. With this pupil
area, the geometric center is calculated as the accurate pupil cen-
ter. Based on the rightmost and leftmost positions of this pupil
area, the accurate pupil radius is obtained.

The accurate iris center and radius are detected as follows. With
the searching range based on the detected rough center position
and rough radius of iris region, the accurate center position and ra-
dius of iris region are detected by circular edge detector (CED)
(Jeong et al., 2010):
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where r is the radius of iris region. The coordinates (x0,y0) denotes
the center position of the iris region. By using the integro-differen-
tial operations of Eq. (1), the accurate center and radius of iris re-
gion are obtained (Jeong et al., 2010). The two integro-differential
operations are done in the range of � p

4 � p
6 radians and 5p

6 � 5p
4 radi-

ans, respectively, as shown in Eq. (1). That is because the regions of
the other ranges can be hidden by eyelids, which can cause the error
of the integro-differential operations (Jeong et al., 2010). Fig. 3c
shows the result of the detected pupil and iris boundaries.
2.3. The 1st step classification of the Left or Right eye

Eyelashes are differently distributed along the edge of the eye-
lid from medial canthus to lateral canthus as shown in Fig. 4 (Na
et al., 2006). The medial canthus is the convergence point between
the upper and lower eyelids on the lachrymal glands. The lateral
canthus is the convergence point between the upper eyelid and
lower eyelid on the opposite direction of the lachrymal glands.
More eyelashes are observed in the lateral canthus than in the
medial canthus, as shown in Fig. 4. In addition, more SR spots are
observed in the medial canthus than in the lateral canthus because
of the lachrymal glands. This can be used to distinguish between
left and right eyes.

The original RGB image is converted into a grayscale image, as
shown in Fig. 5a. Before measuring the eyelash distribution and
detecting SR regions, the Retinex algorithm is used for illumination
normalization (Nam et al., 2010); it can reduce illumination varia-
tion and enhance the distinctiveness of the original image. The im-
age intensity L(x,y) is expressed as (Nam et al., 2010):

Lðx; yÞ ¼ Iðx; yÞ � rðx; yÞ ð2Þ

where I(x,y) and r(x,y) denote the illumination component and
the reflection ratio, respectively. The reflection ratio is a unique
characteristic of an object regardless of the illumination, so elim-
inating the illumination component can reduce the illumination
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variation. Eq. (2) can be rewritten as Eqs. (3) and (4) (Nam et al.,
2010).

log Lðx; yÞ ¼ log½Iðx; yÞ � rðx; yÞ� ð3Þ
log rðx; yÞ ¼ log Lðx; yÞ � log Iðx; yÞ ð4Þ

The illumination I(x,y) is modeled as the convolution operation
of an image L(x,y) and the Gaussian filter F(x,y). As shown in Eq.
(5), the image has the effect of being more distinctive by subtract-
ing the low-frequency component (log [L(x, y) � F(x, y)]) from the
image (log L(x, y)) (Nam et al., 2010).

Rðx; yÞ ¼ log rðx; yÞ ¼ log Lðx; yÞ � logðLðx; yÞ � Fðx; yÞÞ ð5Þ
Fig. 6. Detection of eyelashes. (a) The searching regions for eyelashes. (b) The result
of detecting eyelashes.
Fðx; yÞ ¼ 1
2pr2 e�

x2þy2

2r2 ð6Þ

where R(x,y) denotes the Retinex image, and Fig. 5b shows the Ret-
inex image of the original image of Fig. 5a. The consequent distinc-
tiveness of eye region including iris and eyelashes is enhanced
through the Retinex filtering. We compared the equal error rate
(EER) of iris recognition when using the proposed Retinex filtering
to that using conventional unsharp masking (Gonzalez and Woods,
2002). Experimental results showed the accuracy of iris recognition
when using the Retinex filtering was better than that using unsharp
masking.

The Retinex filtering is used for the following two objectives.
First one is to enhance the distinctiveness of image, by which the
measurement of eyelash distributions and detection of specular
reflection (SR) are much easier for classifying the left and right iris
images. Second one is to increase the distinctiveness of iris pat-
terns, by which the accuracy of iris recognition is enhanced. For
the first objective, the Retinex filtering is applied in the whole im-
age. And the Retinex filtering is applied only in the iris region for
the second objective.

According to the average diameters of the sclera and iris (Lefohn
et al., 2003) and considering additional margin, we assume the
maximum ratio of ‘‘half the length between the two corners of
the eye’’ to ‘‘the iris radius’’ as being about 2.5. From this informa-
tion, the horizontal width of the eyelash-searching region can be
defined as shown in Fig. 6a.

More eyelashes along the upper eyelid are observed than the
lower eyelid. In addition, the searching region for the eyelash in
the vertical direction is determined based on the uppermost point
of iris boundary and the middle point (between the iris center po-
sition and the lowermost point of the iris boundary) as shown in
Fig. 6a.

The SR spots appear on the medial and lateral canthus regions,
which are observed between the center position of the iris and the
lowermost point of iris boundary in the vertical direction as shown
in Fig. 7a. The searching region in the horizontal direction for
detecting the SR is determined as shown in Fig. 7a.
Fig. 5. An example of the illumination normalization. (a) Gray image of Fig. 4a. (b)
Retinex image of (a).
Before discriminating between the ‘‘left eye’’ and ‘‘right eye’’
classes, we check the size of the searching region for the eyelashes.
In case of severely off-angle images, the iris is close to the left or
the right positions of the eye corners, as shown in Fig. 10a and b.
To measure the correct distribution of the eyelashes, the size of
the left searching region should be similar to that of the right
searching region. It is difficult to discriminate the ‘‘left eye’’ and
‘‘right eye’’ classes in the small-sized searching regions of severely
off-angle image, as shown in Fig. 10a and b. Therefore, this case is
determined as ‘‘undetermined eye’’ class.

To discriminate the ‘‘left eye’’ and ‘‘right eye’’ classes, we mea-
sured two standard deviations (STD) (rL and rR) of the pixel gray
values in the left and right searching regions, respectively. The left
and right searching regions are shown in Fig. 6a. If many eyelashes
are included in the searching region, the STD becomes high as
shown in Fig. 6b. The eyelashes are usually darker than the sclera
and skin while the SRs are brighter than the sclera. If the gray level
is lower than 40 in the eyelash-searching region of Fig. 6a, the
point is determined as being an eyelash pixel. In addition, if the
gray level is higher than 250 in the searching region for SRs in
Fig. 7a, the point is determined as being an SR pixel. Fig. 6b and
Fig. 7b show the detection result of eyelashes and SRs, respectively.
The rules of determining the ‘‘right eye’’ and the ‘‘left eye’’ are rep-
resented as:

\right eye"; if ½ðrL � rR P TrÞ and ðDL � DR P TDÞ� or
½ðNL < NRÞ and fð0 < rL � rR < TrÞ or ð0 < DL � DR < TDÞg�
\left eye"; if ½ðrR � rL P TrÞ and ðDR � DL P TDÞ� or

½ðNL > NRÞ and fð0 < rR � rL < TrÞ or ð0 < DR � DL < TDÞg�
\Undetermined eye"; Otherwise

ð7Þ

where rL and rR denote the STDs in the left and right eyelash
searching regions, respectively. In addition, the DL and DR represent
the number of the detected eyelash pixels in the left and right eye-
lash searching regions, respectively. The NL and NR represent the
Fig. 7. Detection of SR. (a) The searching regions for SR. (b) The result of detecting
SR.



Fig. 8. Human eye images with the iris of various colors (NICE.II training dataset, 2009).
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number of SR in the left and right SR searching regions, respectively.
The Tr and TD are the threshold values of the STD and the number of
eyelash pixels respectively. The Tr and TD were experimentally
determined, and false classification errors of left and right eyes
did not occur.

In case that an input image is determined as ‘‘left eye’’ class, it is
matched with only the enrolled images of left eyes. If it is deter-
mined as ‘‘right eye’’ class, it is matched with only the enrolled
images of the right eyes. In case that an input image is determined
Fig. 10. Examples of the ‘‘un

Fig. 9. An example of the size normalization. (Park and Park, 2007) (a) Segmented
iris region. (b) Normalized image of 256 � 8 pixels of (a).
as ‘‘undetermined eye’’ class, it is matched with all the enrolled
images of the left or right eye.

2.4. Pre-classification based on RGB channels

As shown in Fig. 8, different colors are observed in some human
eyes. Each pixel of the iris region has three components—red,
green, and blue. Among the three components, we select the high-
est value per pixel. For example, if the red value is higher than
green or blue value, the pixel is determined as being a red pixel.

Then, the ratio of ‘‘the number of red pixels in iris region’’ to
‘‘the total number of pixels in iris region’’ is defined. By using the
same rule, we can obtain the two ratios and of the green and blue
pixels in the iris region, respectively. Finally, the input iris image is
determined to be an imposter data by the following rules:

I; if ðjRE � RRjP TRÞ or ðjGE � GRjP TGÞ or ðjBE � BRjP TBÞ
NC; Otherwise

ð8Þ

where RE, GE and BE are the ratios of red, green and blue pixels in the
enrolled iris image, respectively. In addition, RR, GR and BR are the
ratios of red, green and blue pixels in an input image, respectively.
The TR, TG and TB are the threshold values of the ratios, which are
empirically determined, with which false rejection errors do not oc-
cur. The I represents ‘‘rejected as Imposter data’’. The NC represents
‘‘go to the Next Classification step’’ (‘‘5’’ of Fig. 2 and Section 2.6).

2.5. Generating the normalized 256 � 8 pixel image

The human iris has individual variations in diameter. And the
length of the inner boundary of the iris varies with contraction
and dilation of the pupil area due to variation in illumination. In
determined eye’’ class.
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addition, the iris size in image can be affected by the Z-distance be-
tween the camera and human eye. Therefore, the size normaliza-
tion is required before measuring the dissimilarity in the color
space channels and extracting iris codes.

The detected iris region in Cartesian coordinates (Fig. 9a) is
transformed into that of polar coordinates (Fig. 9b) for the size nor-
malization. The iris image of polar coordinates (q,h) is divided into
8 tracks and 256 sectors as shown in Fig. 9b (Park and Park, 2007).
In each track, the pixel values are averaged in the vertical (q axis)
direction by using a one-dimensional (1-D) Gaussian kernel. Con-
sequently, a normalized iris image of 256 � 8 pixels is produced
as shown in Fig. 9b (Park and Park, 2007).

2.6. Extracting ED, CSD, and HD scores in color space channels

The dissimilarity between an input and the enrolled images is
calculated in the color space models such as RGB (Boyce, 2006),
YIQ, YUV, YCbCr, HSI and CMY. The Euclidean distance (ED), chi
square distance (CSD), and hamming distance (HD) are used to mea-
sure the dissimilarity in each color space channel with the normal-
ized image. The ED is calculated as (Gonzalez and Woods, 2002):

E ¼ 1
MN

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXM�1

x¼0

XN�1

y¼0

ðPðx; yÞ � Qðx; yÞÞ2
vuut ð9Þ

where P(x,y) and Q(x,y) denote the values of the color channels at
the (x,y) position of the enrolled image and an input image, respec-
tively. Because the ED is calculated in the normalized image of
Fig. 9b, M and N are 256 and 8, respectively.

The CSD represents dissimilarity between two histograms of
color space channels. After calculating the two histograms of the
color space channel in the normalized enrolled and input images,
respectively, the CSD is calculated as (The OpenCV Reference Man-
ual, 2011):

C ¼
XB

k¼0

ðek � rkÞ2

ek þ rk

 !
ð10Þ

where ek and rk each represent the frequencies of the kth bin in two
histograms of each color space channel of the enrolled image and an
input image, respectively.

The HD is calculated from the binary code extracted by a Gabor
wavelet filter (see Section 2.7). The 6 sets of binary codes are ex-
tracted in the RGB, YIQ, YUV, YCbCr, HSI and CMY channels,
respectively.

The input images are classified into genuine and imposter
matching by the conditions as:

G; if ðTE:min
i > EiÞ or ðTC:min

i > CiÞ or ðTH:min
i > HiÞ

I; if ðTE:max
i < EiÞ or ðTC:max

i < CiÞ or ðTH:max
i < HiÞ

NC; Otherwise

ð11Þ

where Ei, Ci and Hi mean the ED, CSD and HD calculated from the
color space channels, respectively; the i-subscript means the each
channel of RGB, YIQ, YUV, YCbCr, HSI and CMY. TE:min

i , TC:min
i and

TH:min
i represent the threshold values of ED, CSD and HD. These

three thresholds were empirically obtained, with which false accep-
tance errors do not occur. TE:max

i , TC:max
i and TH:max

i are also empiri-
cally determined, with which false rejection errors do not occur.
The G and I mean ‘‘accepted as Genuine data’’ and ‘‘rejected as
Imposter data’’, respectively. The NC represents ‘‘go to the Next
Classification step’’ (‘‘9’’ of Fig. 2 and Section 2.8).

The extracted 256 bits in each track are matched by bit-shifting.
Among the multiple HD scores calculated from matching by bit-
shifting, the lowest HD is determined as final dissimilarity score
(Park and Park, 2007). Since the horizontal width (256 pixels) of
the normalized image represents the whole boundary of iris region
(of 360�), and the bit is extracted from each pixel position of 256
pixels, the bit is regarded as being extracted per 1.4� (360�/256),
consequently. So, matching with one bit shifting can handle the
rotation of 1.4� of iris image (Park and Park, 2007).

And the chi square distance (CSD) is used as shown in Eq. (10),
which calculates the two histograms of the color space channel in
the normalized enrolled and input iris images. Since it calculates
the dissimilarity between two iris images based on the histogram
information of color, it is robust to the rotation variations of iris
images. In case of the off-angle data as shown in Fig. 10a–c, left
or right-side iris region is squeezed whereas the other side region
is stretched in the input image. However, we normalize the
squeezed (or stretched) iris region into the rectangular shape of
256 � 8 pixels before extracting iris codes for matching consider-
ing the problem of the off-angle data.

Various color descriptors (including color space, color quantiza-
tion, dominant colors, color structure etc.) are used in MPEG-7
(MPEG7 color descriptors, 2004). In color space of MPEG-7, RGB,
YCbCr, HSV and monochrome, etc. are used. And our color classifi-
cation strategy based on RGB, YCbCr, and HSI can be regarded as
MPEG-7 color descriptor. And chi square distance (CSD) which cal-
culates the two histograms of the color space channel in the nor-
malized enrolled and input iris images is used as shown in Eq.
(10), and the colour structure descriptor of MPEG-7 includes colour
content (like colour histogram) and information of the content’s
structure (MPEG7 colour descriptors, 2004).

2.7. Extracting iris code in Gray channels

This section corresponds to ‘‘8’’ of Fig. 2 and we use ‘‘textural
information’’ of iris region for matching. Iris binary codes are ex-
tracted from gray channel and HD is calculated. Since the two
HDs from red and green channels are already calculated in previ-
ous step (Section 2.6), the three HDs from gray, red and green
channels are combined by weighted SUM rule (see Section 2.8).
In our experiment, the blue channel is excluded because the accu-
racy of iris recognition in the blue channel is low. With the normal-
ized image of 256 � 8 pixels of Fig. 9b, a 1-D Gabor wavelet filter
(25 kernel size and 1/20 frequency) is used to extract the binary
iris codes (Park and Park, 2007). The optimal kernel size and fre-
quency were obtained by experiments in terms of recognition
accuracy. In each track (of 8 tracks), the convolution of the inten-
sity channel with the 1-D Gabor wavelet filter is performed in
the horizontal (h axis) direction. The horizontal width of the nor-
malized image is 256 pixels and the convolution with the 1-D Ga-
bor filter is performed at each pixel position in the horizontal
direction of each track. Consequently, the 256 magnitude values
by the 1-D Gabor filtering are obtained in each track (Park and
Park, 2007). If the magnitude value is greater than (or same to) 0,
‘‘1’’ is assigned. If not, ‘‘0’’ is assigned. Consequently, 256 bits are
obtained in each track (of 8 tracks), and total 2048 bits (256 bits/
track � 8 tracks) are obtained from the normalized image of
256 � 8 pixels (Park and Park, 2007).

The normalized image contains the region occluded by the spec-
ular reflection (SR), eyelid and eyelashes. To exclude the iris code ex-
tracted from the occluded region for matching, the mask code of
2048 bits is also used, which represents whether the corresponding
iris code is extracted from occluded region or not. Only the iris codes
that are extracted from un-occluded region are used for calculating
the HD (Daugman, 2003, 2004; Park and Park, 2007).

2.8. Extracting final matching score using weighted SUM rule

The three HD scores of the red, green and gray channels are
combined by the weighted SUM rule as follows:
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OHD ¼ wred � Sred þwgreen � Sgreen þwgray � Sgray ð12Þ

where Sred, Sgreen and Sgray represent the HD scores of the red, green
and gray channels, respectively. The wred, wgreen and wgray represent
the optimal weights of red, green and gray HD scores, respectively.
The optimal wred, wgreen and wgray were empirically determined as
0.4, 0.4 and 0.2, respectively.
3. Result analysis

For experiments, the NICE.II training data set selected from UBI-
RIS.v2 database was used, which is composed of 1000 images
including 171 classes (NICE.II training dataset, 2009) (Proença
et al., 2010). The image quality of this database was extremely de-
graded by various noise factors as shown in Fig. 1. The image res-
olution is 400 � 300 pixels including RGB color channels. In our
experiments, the number of authentic tests was 3593 and the
number of imposter tests was 495,907. The number of ‘‘left eye’’
and ‘‘right eye’’ in the NICE.II training data set are 491 and 509
images, respectively. The decidability value is used to evaluate sep-
arability between authentic and imposter distributions. The decid-
ability value is measured as (NICE.II training dataset, 2009):

d0 ¼ jlA � lIjffiffiffiffiffiffiffiffiffiffiffi
r2

A
þr2

I
2

q ð13Þ

where lA and lI denote the mean of the authentic and imposter dis-
tributions, respectively, and rA and rI denote the standard deviation
of the authentic and imposter distributions, respectively.

As the 1st step classification, the ‘‘left eye’’ and ‘‘right eye’’ clas-
ses are discriminated by using the eyelash distribution and the
number of SR regions. Table 1 shows the accuracy of the
classification.

The number of ‘‘left eye’’ and ‘‘right eye’’ in the NICE.II training
data set are 491 and 509 images, respectively. We could obtain the
classification accuracy of 90.9% as shown in Table 1 while false
classification errors did not occur. The false classification error
means that the ‘‘left eye’’ image is incorrectly classified as the
‘‘right eye’’ or the ‘‘right eye’’ image is incorrectly classified as
the ‘‘left eye’’. The ‘‘undetermined’’ means that an image could
not be classified into the ‘‘left eye’’ or ‘‘right eye’’ classes by using
the eyelash distribution and the number of SR. The images of the
third class (undetermined) are compared against all left and right
eye images by the 2nd and 3rd step classifications of Fig. 2.

Fig. 10 shows the examples of the ‘‘undetermined eye’’ class. In
the case where the iris is very close to the left or the right position
of eye corner as shown in Fig. 10a and b, the searching region used
to check the eyelashes was so small that enough information of
eyelashes was not obtained. Consequently, the image could not
be determined as the ‘‘left eye’’ or ‘‘right eye’’. An image was also
determined as the ‘‘undetermined eye’’ in case the glasses occluded
the eyelashes as shown in Fig. 10c. In addition, the partially cap-
tured eye image decreased the searching region of eyelashes (in
shown Fig. 10d and e). Since the gray levels of eyelashes in
Fig. 10f are higher than our predetermined threshold and the eye-
lashes are not detected, the image in Fig. 10f is determined as
‘‘undetermined eye’’.
Table 1
The accuracy of classification of ‘‘left eye’’ and ‘‘right eye’’.

Correct (%) Undetermined (%)

Left eye 87.98 (432/491 images) 12.02 (59/491 images)
Right eye 93.71 (477/509 images) 6.29 (32/509 images)
Total 90.9 (909/1000 images) 9.1 (91/1000 images)
In the pre-classification based on RGB channels (‘‘3’’ of Fig. 2
and Section 2.4), iris images are discriminated by the ratio of red,
green, and blue pixels. However, the color information of iris
images of same person can be differently observed by the illumina-
tion as shown in Fig. 11. So, in our research, the thresholds of pre-
classification were determined considering these variations of iris
colors of same person.

Table 2 shows the comparisons of EER and decidability value of
the proposed method with pre-classification to the previous meth-
od without pre-classification. In the previous method without pre-
classification (Park and Park, 2007), the iris code of 2048 bits and
the mask code of 2048 bits were extracted from the normalized
gray image of 256 � 8 pixels, as shown in Section 2.7. The 1-D Ga-
bor filter was used for the extraction of iris codes, and any color
information or pre-classification of Fig. 2 was not used. For mea-
suring dissimilarity, HD was used (Park and Park, 2007).

The EER of the previous method was 25.7% and the EER of the
proposed method was 16.942%. In addition, the decidability value
was increased as much as 0.3405 (1.6398 � 1.2993). The accuracy
of the proposed method (the decidability value of 1.6398) is the
4th highest rank in NICE.II contest (NICE.II training dataset, 2009).

As shown in Table 2, the increase of EER in case of the method
without the 1th step classification of Fig. 2 is about 16.9%
(100 � ((19.807 � 16.942)/16.942)) compared to the proposed
method with all the pre-classification steps of Fig. 2. The increase
of EER in case of the method without the 2nd step classification
of Fig. 2 is about 1.8% (100 � ((17.242 � 16.942)/16.942)) com-
pared to the proposed method with all the pre-classification steps
of Fig. 2. The increase of EER in case of the method without the 3rd
step classification of Fig. 2 is about 1.4% (100 � ((17.182 � 16.942)/
16.942)) compared to the proposed method with all the pre-classi-
fication steps of Fig. 2. From them, we can know that the effect by
the 1st classification step on the final accuracy of iris recognition is
much larger than the 2nd and 3rd classification methods. And that
by the 2nd classification step is a little larger than the 3rd classifi-
cation method.

In case of measuring accuracy only with 491 left iris images (the
numbers of authentic and imposter tests are 1731 and 118,564,
respectively), the numbers of false rejection and false acceptance
cases are 341 and 23,876, respectively. In case of measuring accu-
racy only with 509 right iris images (the numbers of authentic and
imposter tests are 1862 and 127,424, respectively), the numbers of
false rejection and false acceptance cases are 387 and 25895,
respectively. In case of measuring accuracy with 1000 left and right
iris images (the numbers of authentic and imposter tests are 3593
and 495,907, respectively), the numbers of false rejection and false
acceptance cases are 614 and 83,291, respectively. Since the results
with 491 left iris images (or 509 right iris images) are obtained by
separating the left and right irises manually, they do not include
the errors of the 1st classification (the classification between left
and right irises). So, by comparing the result with both irises
Fig. 11. Iris images of same person having different color information.



Table 2
The iris recognition accuracy in terms of equal error rate (EER) (%) and decidability value.

Method EER (%) Decidability value

Previous method without pre-classification (Park and Park, 2007) 25.7 1.2993
The method without the 1st step classification of Fig. 2 19.807 1.4954
The method without the 2nd step classification of Fig. 2 17.242 1.6213
The method without the 3rd step classification of Fig. 2 17.182 1.6272
Proposed method with all the pre-classification steps of Fig. 2 (on both right and left eye images) 16.942 1.6398

Fig. 12. ROC curves of proposed method with pre-classification and previous
method (Park and Park, 2007) without pre-classification.

Table 3
Processing time.

Processing time
(ms)

Detection of pupil and iris region 48.1
Pre-classification of the left or right eye 69.2
Pre-classification based on RGB channels 1
Generating the normalized images of 256 � 8 pixels 263
Extracting ED, CSD, and HD values of color space channels 1
Extracting iris code and calculating HDs in gray, red and

green channels
43.8

Obtaining final HD score using weighted SUM rule 1
Total 427.1

998 K.Y. Shin et al. / Pattern Recognition Letters 33 (2012) 991–999
(1000 iris images), the numbers of false rejection cases with 491
left and 509 right iris images are reduced as 273 (614 � 341) and
227 (614 � 387), respectively. In addition, by comparing the result
with both irises, the numbers of false acceptance cases with 491
left and 509 right iris images are much reduced as 59,415
(83,291 � 23,876) and 57,396 (83,291 � 25,895), respectively.

Fig. 12 shows the receiver operational characteristic (ROC)
curves with the genuine acceptance rate (GAR) (100 � FRR (%)) at
a variable false acceptance (FAR). FRR is the error rate of rejecting
a genuine user as an imposter one and the false acceptance rate
(FAR) is the error rate of accepting an imposter user as a genuine
one (Ratha and Govindaraju, 2008). The recognition accuracy of
the proposed method with pre-classification is higher than that
without pre-classification as shown in Fig. 12. In the final experi-
ment, we measured the processing time of the proposed method
on a desktop computer with Intel Core I7 processor of 3.33 GHz
and 4 GB RAM. As shown in Table 3, the processing time for detec-
tion of pupil and iris region, and pre-classification of the left or
right eye were 48.1 ms and 69.2 ms, respectively. The processing
time for generating the normalized images of 256 � 8 pixels, which
were obtained in the each channel of RGB, YIQ, YUV, YCbCr, HSI
and CMY, was 263 ms. The processing time for extracting iris code
and calculating HDs in gray, red and green channels was 43.8. The
total processing time was 427.1 ms.

4. Conclusion

We propose a new iris recognition method for the iris images
degraded by noisy factors. The genuine and imposter matching
are determined by pre-classification including the 1st and 2nd step
classifications based on ‘‘left or right eye’’ and ‘‘color’’ information
of iris. And the iris authentication is completed by comparing the
iris binary code based on ‘‘texture information’’ of iris region. As
the experimental results, the decidability value evaluated by the
NICE.II contest was 1.6398, and the EER was 16.942%. In future
works, we plan to study detection of the medial canthus and the
lateral canthus to improve the classification accuracy of the ‘‘left
eye’’ and ‘‘right eye’’ images, by which the consequent accuracy
of iris recognition can be enhanced.
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