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This article describes an iris recognition algorithm designed to analyze noisy iris biometric data. The
methods forming part of the authentication process were developed and optimized by the authors using
visible wavelength images of an eye taken under unconstrained conditions (at a different perspectives,
illuminations, occlusion grades, etc.), mainly contained in the UBIRIS.v2 database. The whole iris authen-
tication system was submitted by the authors to the International Iris Recognition Contest NICE.II, where it
took eighth place, while the iris segmentation stage itself took second place in the previous

This paper is focused on the iris feature extraction stage — the method developed by the authors to ana-

lyze noisy iris biometric data. Several techniques used for more efficient and robust analysis of such
images and issues concerning the best wavelet selection are also presented in this paper.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

One of the open problems in biometrics that limits the applicabil-
ity of iris biometrics is iris identification at-a-distance and on-the-
move that must be done in unconstrained imaging conditions and
using potentially large databases. To broaden the usability of iris
biometrics, additional analysis techniques must be developed, tak-
ing into account the specificity of the degraded images, such as light
reflections from the eye’s surface, occlusions and fluctuations of per-
spective and illumination. Most of these factors limit availability of
distinctive features needed for proper recognition. Thus, recently,
significant effort has been focused on authenticating objects at-a-
distance and on-the-move using the iris biometrics (Proenca and
Alexandre, 2010; Matey et al., 2006). This paper describes a recogni-
tion strategy, which can be used for such purposes. The presented
solution was tested within the Noisy Iris Challenge Evaluation — Part
Il (NICE:II) contest using the UBIRIS.v2 database (Proenca et al.,
2010). In the contest, the proposed solution took eighth place.

2. Description of the proposed method

In general, the proposed strategy, presented as a flowchart in
Fig. 1, is similar to a well-known scenario of the authentication
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process. The identification starts when an image of the eye from a
person located in front of the digital camera is acquired. In the pro-
cess of image acquisition, a digital representation of the biometrics
T, is obtained from a real biometrics I,. The next step is iris image
segmentation, which identifies the area of interest, the iris texture,
and transforms it into the pseudo-polar coordinate system (Daug-
man, 1993). In the following step, the segmented iris image is addi-
tionally processed using blue channel removal, image conversion to
monochromatic, eyelid occlusions and reflections removal, eye-
lashes removal and resulting iris image histogram equalization.

The extraction of distinctive features and the encoding phase is
a process that allows a digital template T, of the biometrics to be
obtained. The resulting template, which is 324 bits wide and is ob-
tained using reverse biorthogonal 3.1 wavelet, is compared to
those in a database using similarity score s to search for the pattern
that best matches the template using a decision threshold t. This
threshold is chosen based on the assumed security strategy —
see (Bolle et al., 2004).

Each part of the algorithm is explained in detail in consecutive
subsections below.

2.1. Image segmentation

The image segmentation algorithm, described in detail else-
where (Sankowski et al., 2010; Sankowski, 2009), localizes an iris
in the eye image and transforms the iris region to the pseudo-polar
coordinate system (Daugman, 1993) to obtain a rectangular image
of iris structure, as presented in Fig. 2. The segmentation algorithm
proposed by the authors was submitted to the NICE.I contest
(Proenca and Alexandre, 2010), where it took second place.
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Image segmentation

1. Iris localization
2. Coordinate system transform

V

Image processing

1.Denoising (RGB -> RG)
2. Conversion to
monochromatic image
3. Eyelid occlusions
and reflections removal
4. Eyelashes removal
5. Histogram equalization

l

Signatures encoding

1. Wavelet transform (rbio 3.1 V4)
2. Binarization (1 if median)

Score calculation
(Hamming distance)

Fig. 1. The overall flowchart of the proposed method.

Iris localization consists of five sub-stages. First, the light source
reflections are localized. The next stage fills in the segmented
reflections in the input image. Then iris boundaries modeled as
non-concentric circles are found. For the outer iris boundary, the
search pattern depicted in Fig. 3 is applied. Finally, lower and
upper eyelid boundaries modeled as circular arcs are localized.
The result of the localization process for an eye image from the
UBIRIS.v2 database (Proenca et al., 2010) is presented in Fig. 4.

After the iris localization process, the coordinate system is
changed from Cartesian to the pseudo-polar one (Daugman,
1993), as depicted in Figs. 4 and 5. The transformation produces
a rectangular iris structure image of size 512 x 256 pixels using
bilinear interpolation. Additionally, the transformation generates
a binary mask of the same dimensions as the rectangular iris struc-
ture image, as presented in Fig. 5. The binary mask denotes occlu-
sions of the iris structure. White pixels in the binary mask
correspond to points in the original image corresponding to reflec-
tions, eyelids and eyelashes. The authors decided to use the masks
that are generated by the described segmentation algorithm rather
than the ones provided by the NICE.Il organizers.

2.2. Image processing

The segmented color iris image presented in Fig. 5 can be
decomposed into three image components associated with the
imaging wavelength spectrum: red (R), green (G) and blue (B) —
(IrcB : Txy»8xy bxy € {0,...,255}). Previous research, presented in
detail elsewhere (Szewczyk, 2007), showed that the blue (B) com-

Iris image

Segmentation map

©

400x300 pixels

Iris segmentation

Polar i lrls Mask

512x256 pixels

Fig. 2. Image segmentation scheme.
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Fig. 3. Iris outer boundary search pattern (Sankowski et al., 2010).

Fig. 4. Result of the iris localization process.

ponent has high amount of noise, especially for images contained
in the UBIRIS database. Thus, it was decided to limit further anal-
ysis to red (R) and green (G) image components (see Fig. 6,
RGB — RG). These components are transformed to the monochro-
matic image Iy(ly : yxy € {0,...,255}) as shown in Fig. 6 (RG — grey
scale image). This technique results in increasing the overall iris
image Signal-to-Noise Ratio (SNR).

Afterwards, the monochromatic iris image is masked using the
previously estimated noise pattern to remove eyelid occlusions
and reflections that may affect the recognition process (see
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¢

Fig. 5. The result of the coordinate system transformation: iris structure and
occlusions mask in the pseudo-polar coordinate system.

Fig. 6). The noise masking can be expressed by (1) and is an oper-
ation that uses logical operation AND with image Iy and the esti-
mated mask M as the arguments:

Iyy = Iy AM, (1)
where

Iym :ymw S {(),,255}7
Iy : ¥y, €{0,...,255}, M : my, € {0, 1},
xe{0,...,511},y € {0,...,255}}.

In the next step, the noise influence is additionally minimized
by cropping the resulting image to half of its original size, which
is then equal to 256 x 256 pixels. This step is one of the most
important in the solution because it ensures similar amount of dis-
tinctive features in each pair of identities being compared. It can be
easily shown that this part of the iris is usually not occluded by, for
example, eyelids or eyelashes, while the occlusion grade of the
upper part of eye can vary significantly. The cropping result is pre-
sented in Fig. 6.

Additionally, this approach decreases the computation time
needed for the signature encoding stage and allows its efficient
hardware implementation because most of the wavelet transforms
developed for embedded systems are optimized for square images.

In the last step of the preprocessing stage, the image is normal-
ized using a histogram equalization procedure to reduce the influ-
ence of illumination on the final recognition result (see the
normalization in Fig. 6). This step is essential because the wavelet
transform used in the next step for feature extraction uses ampli-
tude rather than phase information.

2.3. An example approach to iris feature extraction

The most recognized approach for iris feature extraction is the
phase-based method proposed by Daugman, which has been suc-
cessfully used in the overwhelming majority of commercially
available iris recognition systems. In the solution, an image of
the iris is filtered by an experimentally designed filter set; details
can be found elsewhere (Daugman, 1993; Daugman, 1994;
Daugman, 2004; Daugman, 2007). However, many alternative

RGB -> RG
RG -> grey scale image

Masking

v

Cropping

f
o

Normalization

hl

Normalized
iris image
256x256 pixels

Fig. 6. The stages of image processing.

solutions have been developed for iris feature extraction. The most
relevant techniques use the spatial transformation of the iris tex-
ture and correlation of templates, as suggested by Wildes (1997);
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“zero-crossings wavelet representation”, as proposed by Boles
(1996), Boles (1997), Boles and Boashash (1998); direct wavelet
packet filtering, as suggested by Noh et al. (2003); dynamic filter
adjustment, as proposed by Ma et al. (2003), Ma et al. (2004);
mixed wavelet approach as suggested by Kim and Ryoo (2001),
Kim et al. (2004), Seong-Won (2002), Daouk et al. (2002), Ali and
Hassanien (2003), Lim et al. (2001, 2004), Moukhtar et al. (2005),
Poursaberi and Araabi (2005), Thornton et al. (2007), Kumar and
Passi (2008), Minhas et al. (2009), Narote et al. (2009), Abhyankar
and Schuckers (2009, 2010); and local binary pattern and graph
matching, as proposed by Sun et al. (2005).

The main goal of this research was to develop a tool for the
selection of the most distinctive features contained in an iris
image. As a feature extraction method for the iris biometrics, a
wavelet transform was chosen because the previous research
showed that this tool is one of the most relevant for this purpose.
This transform also has linear computational complexity (with re-
spect to the size of the analyzed signal) (Strang and Nguyen, 1996)
and is a very well recognized tool in the field, which additionally
allows comprehensive comparison with the existing research.

As a quality measure used for selection of the best wavelet
transform and for its further optimization, the tradeoff of recogni-
tion error rates is used. For this purpose, the False Acceptance Rate
(FAR) and False Rejection Rate (FRR) were chosen because they are
typical measures for positive biometric system efficiency, accord-
ing to the Wayman'’s formalisms (Wayman, 1997). The tradeoff
of these two rates can be expressed in several ways, which give a
broad range of possibilities.

The proposed iris feature extraction method is a result of the
thorough and comprehensive research on the performance of sev-
eral types of wavelet transforms applied for iris recognition. In the
literature, some groups of wavelets have been verified for this pur-
pose so far. The authors decided to test as many wavelets as possi-
ble to finally choose the one that gives the best biometric
efficiency, which is understood as the trade-off between False
Acceptance Rate (FAR) and False Rejection Rate (FRR). The wavelets
that have been verified by other researchers and the ones that have
not yet been tested are grouped in separate columns in Table 1.

Using a wavelet transform, signal S can be represented in scale |
by scaling coefficient a; (average component A;) and wavelet coef-
ficients d; (details components D;):

J J
S=> audp+ Y. Y du¥iu=A+> D, (2)
% p=— =

where ¢y is a scaling function in scale J and shifted k times and ¥
is a wavelet in scale j and shifted k times.
The scaling coefficient a; can be computed as follows:

@i = [ FOgu0a 3)
while the final wavelet coefficients d;; can be computed by
du= [ FO Pty (4)

The wavelet function ¥;(t) is determined by the highpass filter
with coefficients hi(k), which also produces the details of the
wavelet decomposition.

Pik(t) = D hi(K) gy lt)- ()

The scaling function ¢ (associated with most of wavelets) is
determined by the lowpass filter with coefficients ho(k) and thus
it is associated with the approximations of the wavelet
decomposition.

$ix(t) = ho(k)dy_1 4 (0)- (6)

Table 1
The wavelets tested, listed by wavelet families.

Family Verified before Newly tested
Haar Haar

Daubechies db2...db11 db12...db20
Symlets sym2...sym10 sym11...sym20
Coiflets coifl...coif5

Discrete Meyer dmey

bior1.3 bior1.5

bior2.2 bior2.4
bior2.6 bior3.3
bior3.7 bior3.9
bior5.5 bior6.8

bior2.8 bior3.1
bior3.5 bior4.4

Biorthogonal

rbio1.3 rbio1.5
rbio2.2 rbio2.4
rbio2.6 rbio2.8
rbio3.1 rbio3.3
rbio3.5 rbio3.7
rbio3.9 rbio4.4
rbio5.5 rbio6.8

Reverse biorthogonal

Image
rows _/\
LP HP
12 12
columns / : . i : .
LP HP LP HP
I I
12 12 12 12
' I '
A \Y H D

Next scale of decomposition

Fig. 7. The wavelet decomposition tree (LP — lowpass filter, HP — highpass filter, |2
— dyadic downsampling, A — approximation coefficients, V — vertical detail
coefficients, H — horizontal detail coefficients, D — diagonal detail coefficients)
(Szewczyk, 2007).

A wavelet transform can also be done using a diadic scale
(power of two) for the wavelet scale j and wavelet shift k coeffi-
cients and is then called a Discrete Wavelet Transform (DWT). This
technique allows very efficient implementation of such processing
within environments where computational resource utilization
must be taken into consideration. For two-dimensional signals, this
transformation can be realized using the scenario presented in
Fig. 7, where processing is recursively performed using typical
highpass filtering (detail coefficients at the output) and lowpass fil-
tering (approximation coefficients at the output), followed by diad-
ic decimation for rows and columns separately.
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A5 | H5S | H4 | H3 | H2 | H1
V5 | D5
V4 D4
V3 D3
V2 D2
Vi D1

Fig. 8. The wavelet image decomposition scheme at 5th level.

Table 2
The top list of the most relevant wavelet sets obtained from 881 sets based on the EER
value.
No. EER Wavelet Component Size [bits]
1 12.03% rbio2.2 V4 400
2 12.19% rbio3.1 V3 1156
3 13.48% rbio3.1 V2 4356
4 14.33% haar V5 64
5 14.33% rbiol.1 V5 64
6 15.68% rbio3.1 \'Z 324
7 16.36% rbio3.1 V1 16641
8 17.73% rbio2.4 V4 576
9 19.04% coif1l V4 400
10 19.50% rbio2.2 V5 144
11 19.61% bior1.3 V2 4489
12 20.04% bior1.5 V2 4900
13 20.61% rbio3.1 V5 100
14 20.61% db2 V5 100
15 20.61% sym2 V5 100
16 20.70% haar V3 1024
17 20.70% rbio1.1 V3 1024
18 21.30% haar V4 256
19 21.30% rbiol.1 V4 256
20 21.45% rbio3.3 V5 196
Table 3
A statistical summary of the EER-based ranking.
Statistics Value
Minimum 12.03%
Maximum 66.67%
Median 46.73%
Average 44.82%
Standard deviation 9.02%
Max - Min 54.65%
Max/ Min 6
Table 4
The top list of the most relevant wavelet sets obtained from 881 sets based on the d’
value.
No. d Wavelet Component Size [bits]
1 2.2821 rbio2.2 V4 400
2 2.1764 rbio3.1 V3 1156
3 2.1185 rbio3.1 V4 324
4 2.1066 rbio3.1 V2 4356
5 1.9499 rbiol.1 V5 64
6 1.9499 haar V5 64
7 1.9439 coifl V4 400
8 1.8362 rbio3.1 V1 16641
9 1.8259 bior1.3 V2 4489
10 1.8117 bior1.5 V2 4900
11 1.7381 sym2 V5 100
12 1.7381 db2 V5 100
13 1.7381 rbiol.1 V3 1024
14 1.7381 haar V3 1024
15 1.7317 rbiol.1 V2 4096
16 1.7317 haar V2 4096
17 1.6589 bior1.5 V3 1521
18 1.5916 bior1.5 V1 17424
19 1.5735 rbio2.4 V4 576
20 1.5728 bior1.3 V3 1296

Table 5

A statistical summary of the d’-based ranking.
Statistics Value
Maximum 2.2821
Minimum 0.0012
Median 0.2441
Average 0.3943
Standard deviation 0.4102
Max-Min 2.2809
Max/Min 1947

08 T T T T T T
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0 5 10 15 20 25 30 35 40 45 50

Fig. 9. The scaling function ¢ of wavelet rbio3.1.

15 T T T T T T T T

05+ ) \ |

15 L L L L I L L I
0 5 10 15 20 25 30 35 40 45 50

Fig. 10. The wavelet ¥ of wavelet rbio3.1.

Table 6
Decomposition filter coefficients for wavelet rbio3.1 (ho(k)—lowpass, hy(k)—
highpass).

ho(k) 0.1768 0.5303 0.5303 0.1768
ha(k) 0.3536 1.0607 —1.0607 —0.3536

For the presented analysis, a maximum fifth order of the wave-
let decomposition was assumed to obtain a separate feature vector
for testing — see Fig. 8.

Thus, the final selection should be made from 881 different fea-
ture vectors — signature candidates, obtained using 73 wavelets;
see Table 1. The results of this research were developed in two
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Fig. 11. Visualization of an example binary template obtained from iris biometrics (length: 324 bits).

C100_S1_I1.tiff C100_S1_I10.tiff

C100_S1_I1.tiff C101_S1_I1.tiff

Proposed method

\/
s = 0.259259

Fig. 12. An example of similarity score s for matching of irises from the same
person.

ways: as the Equal Error Rate (EER), the single parameter that di-
rectly characterizes authentication error tradeoff at FAR=FRR
operating point, and as the d’, the evaluation criterion within the
NICE.Il contest. The results are summarized in Tables 2-5 respec-
tively. The analysis used 5000 comparisons of the 500,000 in the
NICE.II training set for the test.

According to this analysis, it appears that the best wavelet choice
for iris feature extraction using DWT is the rbio2.2 wavelet because
it gives the lowest EER and the highest d’ value. However, in other
authors’ studies made on the basis of the UBIRISv.1 database, as pre-
sented elsewhere (Szewczyk, 2007), the rbio3.1 wavelet gave the
best recognition result. Depending on the previous and the current
work, this wavelet was selected for the contest as it additionally re-
sults in a highly compact output signature. Moreover, from the
above results and from the research already presented in the litera-
ture, the best wavelet choice can vary significantly depending on the
database and other factors; see (Moukhtar et al., 2005; Thornton
et al., 2007; Minhas et al., 2009; Narote et al., 2009). Thus, there is
no versatile filter type for the iris feature extraction stage.

2.4. Signatures encoding

On the basis of the conclusions from the previous section, the iris
image shown in Fig. 6 was encoded using DWT and the rbio3.1 wave-
let. The rbio3.1 (with the scaling function ¢ presented in Fig. 9 and
the wavelet ¥ —in Fig. 10) is compactly supported by a biorthogonal
spline wavelet for which symmetry is possible with FIR filters (see
Table 6) and three vanishing moments (Daubechies, 1992).

To generate the signature, the V4 component is chosen from the
wavelet decomposition tree, as shown in Fig. 7. This component is
particularly sensitive to significant elements inside the iris struc-
ture, which increases the algorithm robustness because small
changes in iris structure are rejected from the feature set. Addition-
ally, the feature vector obtained at a 4th order of decomposition

Proposed method

\/

s = 0.419753

Fig. 14. An example of similarity score s for matching of irises from different
persons.

does not contain much information about the high-frequency
noise, because this information is wiped out by the approximation
during several decomposition stages. Because of the size of the in-
put image, which was 256 x 256 pixels, the digital template esti-
mated from the V, component consists of 324 coefficients, which
gives compact representation.

After the wavelet image decomposition, an iris signature com-
posed of real coefficients ({V4 : V4; € R}) is obtained. The vector ele-
ments must be translated into binary template {T : T; € {0, 1}}.This
allows the use of simpler tools for template matching in the follow-
ing stages. On the basis of the authors’ preliminary research pre-
sented elsewhere (Szewczyk, 2007), the authors decided to use a
median-based transformation:

s {0 if V4; < median(V4)
"7 11 for others

The visualization of a resulting binary template is shown in
Fig. 11.

The final encoding phase reduces the size of an iris biometric rep-
resentation to 324 bits of digital template. Taking into consideration
the size of an input image equal to 512 x 256 pixels and 24 bits of
radiometric resolution, the compression ratio is equal to 9709 for
this solution.

: ™)

2.5. Score calculation

Two binary digital templates Ta (e.g., obtained on-line) and Ts
(e.g., stored in a database) are compared to compute the similarity
score s = s(Tx, Tg). The score s, together with the arbitrary chosen
decision threshold t, is used for final authentication according to
(8):

s <t — match
s >t — not match

(8)

Fig. 13. Comparison of binary signatures for matching of irises from the same person (C100_S1_I1, C100_S1_I110).
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Fig. 15. Comparison of binary signatures for matching of irises from different persons (C100_S1_I1, C101_S1_I1).

10 ]
@ [hi02.2 V4
2| —— rbio3.1 V3
o | b rbi03.1 V4
g 1hi03.1 V2
0| === haar (rbio1.1) V5
‘:EE‘R ‘:‘ o
@ 10"
10_2 -2 -1 0
10 10 10
FAR

Fig. 16. The DET curves for the proposed method obtained using the UBIRISv.2
database.

As a biometric comparator, the Hamming Distance (HD) mea-
sure was chosen because it is very well-known and most widely
used tool for this purpose in the field; see, for example, (Daugman,
1993; Daugman, 2004). The measure is basically obtained in two
steps. In the first, the logical operation XOR of two binary vectors
of length N is performed. Afterwards, the number of ones — differ-
ences between compared vectors on the particular positions — is
summed. The final similarity score s is obtained by dividing the
obtained sum by N, which is formally expressed in (9). The seg-
mentation mask is not taken into account for the purpose of score
calculation in the algorithm submitted for the NICE.II contest.

N

= s(Ta.Ts) = Z

i=1

)® TB ) 9)

Additional advantages of this parameter are efficiency, ease of
implementation and a value that is easy to interpret within statis-
tical theory. The similarity score is somewhat similar to evidence
in a zero or alternative hypothesis, according to Wayman'’s formal-
ism (Wayman, 1997). For formula (8), a lower score denotes stron-
ger evidence for the hypothesis that the compared biometric
templates are from the same person; higher values of the score
indicate stronger evidence that the compared templates are evalu-
ated from different persons.

An example of the comparison of iris images that are from the
same person is presented in Figs. 12 and 13, while an example of
imposter comparison is presented in Figs. 14 and 15.

3. Result analysis

As a compact measure for algorithms reported to the NICE.II
contest, the statistical metric d’ was selected in order to determine
their distinctiveness. The statistical metric d’ is given by the fol-
lowing equation:

d’ ‘ﬂt] :utz‘ (10)

k)
/62 152
Tnt%
2

where 1, i, denote the mean values of a score distribution for
zero (t1) and alternative (t2) hypothesis according to Wayman'’s for-
malism (Wayman, 1997) and o4, 0, are standard deviations of
those score distributions.

The d’ parameter is easy to interpret. In general, a higher d’'
value denotes better discriminative power of the verified method
because it indicates better separability of score distributions for
both hypotheses and leads to lower authentication error rates:
False Match Rate (FMR) and False Not-Match Rate (FNMR), (FAR
and FRR, accordingly, for a positive biometric system). This
statistical metric computed in the NICE:II contest for the proposed
method is equal to d’ = 1.0931.

However, to obtain more comprehensive characterization of the
verified biometric method, the Detection Error Trade-off (DET)
curve and Equal Error Rate (EER) can be used. The DET curves esti-
mated for the proposed method tested with NICE database are pre-
sented in Fig. 16.

4. Conclusion

In this paper, an example strategy for iris recognition using
degraded images acquired under unconstrained imaging condi-
tions is presented. The proposed method appears to be somewhat
insensitive to perspective changes, illumination conditions, occlu-
sion variable grade and reflections from the eye’s surface, which
is especially troublesome in visible wavelength imaging.

In general, the proposed algorithm flow is common to other
solutions presented in the literature. However, the main advanta-
ges of the proposed solution are a compact signature, which is
324 bits wide, increase of iris image SNR by removing the most
noisy blue channel, and a procedure for distinctive noise-free area
selection. Although the overall algorithm flow is simple and uses a
signature shorter than commercially available solutions, for exam-
ple, Daugman’s signature (2048 bits), it can be successfully used
for recognition of people based on iris patterns, which was shown
on the basis of the FAR and FRR trade-off in Fig. 16.
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