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#### Abstract

The problem of classifier combination is considered in the context of the two main fusion scenarios: fusion of opinions based on identical and on distinct representations. We develop a theoretical framework for classifier combination for these two scenarios. For multiple experts using distinct representations we argue that many existing schemes such as the product rule, sum rule, min rule, max rule, majority voting, and weighted combination, can be considered as special cases of compound classification. We then consider the effect of classifier combination in the case of multiple experts using a shated representation where the aim of fusion is to obtain a better estimate of the appropriate a posteriori class probabilities. We also show that the two theoretical frameworks can be used for devising fusion strategies when the individual experts use features some of which are shared and the remaining ones distinct. We show that in both cases (distinct and shared representations), the expert fusion involves the computation of a linear or nonlinear function of the a posteriori class probabilities estimated by the individual experts. Classifier combination can therefore be viewed as a multistage classification process whereby the a posteriori class probabilities generated by the individual classifiers are considered as features for a second stage classification scheme. Most importantly, when the linear or nonlinear combination functions are obtained by training, the distinctions between the two scenarios fade away, and one can view classifier fusion in a unified way.
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## 1. INTRODUCTION

The problem of classifier combination has always been of interest to the pattern recognition community. Initially, the goal of classifier combination was to improve the efficiency of decision making by adopting multistage combination rules, whereby objects are classified by a simple classifier using a small set of inexpensive features in combination with a reject option. For the more difficult objects more complex procedures, possibly based on additional, more costly features, are employed [1-4]. In other studies, successive classification stages gradually reduce the set of possible classes [5-8]. Multistage classifiers may also be

[^0]used to stabilise the training of classifiers based on a small sample size, e.g. by the use of bootstrapping [9].

More recently, it has been observed that the accuracy of pattern classification can also be improved by multiple expert fusion. In other words, the idea is not to rely on a single decision making scheme. Instead, several designs (experts) are used for decision making. By combining the opinions of the individual experts, a consensus decision is derived. Various classifier combination schemes have been devised, and it has been experimentally demonstrated that some of them consistently outperform a single best classifier.

An interesting issue in the research concerning classifier ensembles is the way they are combined. If only labels are available a majority vote $[7,10]$ or a label ranking [11,12] may be used. If continuous outputs like a posteriori probabilities are supplied, an average or some other linear combination has been suggested $[13,14]$. It depends upon the nature of the input
classifiers and the feature space as to whether this can be theoretically justified. A review of these possibilities is presented in Hansen and Salamon [15]. If the classifier outputs are interpreted as fuzzy membership values, belief values or evidence, fuzzy rules [16,17], belief functions and Dempster-Shafer techniques [10,14,18,19] are used. Finally, it is possible to train the output classifier separately using the outputs of the input classifiers as new features [20,21]. Woods et al [22], on the other hand, take the view that different classifiers are competent to make decisions in different regions, and their approach involves partitioning the observation space into such regions. For a recent review of the literature see Kittler [23].

From the point of view of their analysis, there are basically two classifier combination scenarios. In the first scenario, all the classifiers use the same representation of the input pattern. In this case, each classifier, for a given input pattern, can be considered to produce an estimate of the same a posteriori class probability.

In the second scenario, each classifier uses its only representation of the input pattern. In other words, the measurements extracted from the pattern are unique to each classifier. An important application of combining classifiers in this scenario is the possibility to integrate physically different types of measurements/features. In this case, it is no longer possible to consider the computed a posteriori probabilities to be estimates of the same functional value, as the classification systems operate in different measurement spaces.

In this paper, we develop a theoretical framework for classifier combination approaches for these two scenarios. For multiple experts using distinct representations, we argue that many existing schemes can be considered as special cases of compound classification, where all the representations are used jointly to make a decision. We note that under different assumptions and using different approximations, we can derive the commonly used classifier combination schemes such as the product rule, sum rule, min rule, max rule, majority voting and weighted combination schemes. We address the issue of the sensitivity of various combination rules to estimation errors, and point out that the techniques based on the benevolent sum-rule fusion are more resilient to errors than those derived from the severe product rule.

We then consider the effect of classifier combination in the case of multiple experts using a shared representation. We show that here the aim of fusion is to obtain a better estimate of the appropriate a posteriori class probabilities. This is achieved by the means of reducing the estimation error variance. We also show that the two theoretical frameworks for the case of distinct and shared representation, respectively, can be
used for devising fusion strategies when the individual experts use features some of which are shared and the remaining ones distinct.

We show that in both cases (distinct and shared representations), the expert fusion involves the computation of a linear or nonlinear function of the $a$ posteriori class probabilities estimated by the individual experts. Classifier combination can therefore be viewed as a multistage classification process, whereby the $a$ posteriori class probabilities generated by the individual classifiers are considered as features for a second stage classification scheme. Most importantly, when the linear or nonlinear combination functions are obtained by training, the distinctions between the two scenatios fade away, and one can view classifier fusion in a unified way. This probably explains the success of many heuristic combination strategies that have been suggested in the literature without any concerns about the underlying theory.

The paper is organised as follows. In Section 2 we discuss combination strategies for experts using independent (distinct) representations. In Section 3 we consider the effect of classifier combination for the case of shared (identical) representation. The findings of the two sections are discussed in Section 4. Finally, Section 5 offers a brief summary.

## 2. DISTINCT REPRESENTATIONS

It has been observed that classifier combination is particularly effective if the individual classifiers employ different features $[12,14,24]$. Consider a pattern recognition problem where pattern Z is to be assigned to one of the $m$ possible classes $\left\{\omega_{1}, \ldots, \omega_{m}\right\}$. Let us assume that we have R classifiers, each representing the given pattern by a distinct measurement vector. Denote the measurement vector used by the $i$-th classifier by $\mathbf{x}_{i}$. In the measurement space each class $\omega_{k}$ is modelled by the probability density function $p\left(\mathrm{x}_{i} / \omega_{k}\right)$, and its $a$ priori probability of occurrence is denoted $P\left(\omega_{k}\right)$. We shall consider the models to be mutally exclusive, which means that only one model can be associated with each pattern.

Now according to the Bayesian theory, given measurements $\mathbf{x}_{i}=1, \ldots, R$, the pattern, $\mathcal{Z}$, should be assigned to class $\omega_{j}$, i.e. its label $\theta$ should assume value $\theta=\omega_{j}$, provided the a posteriori probability of that interpretation is maximum, i.e.

$$
\begin{align*}
& \text { assign } \quad \theta \rightarrow \omega_{j} \quad \text { if } \\
& P\left(\theta=\omega_{j} \mid \mathbf{x}_{1, \ldots}, \mathbf{x}_{R}\right)=\max _{k} P\left(\theta=\omega_{k} \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{R}\right) \tag{1}
\end{align*}
$$

Let us rewrite the a posteriori probability $P\left(\theta=\omega_{k} \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{R}\right)$ using the Bayes theorem. We have

$$
\begin{equation*}
P\left(\theta=\omega_{k} \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{R}\right)=\frac{p\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{R} \mid \theta=\omega_{k}\right) P\left(\omega_{k}\right)}{p\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{R}\right)} \tag{2}
\end{equation*}
$$

where $p\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{R} \mid \theta=\omega_{k}\right)$ and $p\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{R}\right)$ is the unconditional measurement joint probability density. Since the latter is class independent, in the following, we can concentrate only on the numerator terms of Eq. (2).

Let us assume that measurements $\mathbf{x}_{\mathrm{i}}, \forall j$ are conditionally statistically independent. This assumption may seem to be rather strong, but as the classifiers use distinct representations, it will often be satisfied, especially if the representations are derived from completely different sensing modalities [25]. Under this assumption

$$
\begin{equation*}
p\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k} \mid \theta=\omega_{k}\right)=\prod_{i=1}^{R} p\left(\mathbf{x}_{i} \mid \theta=\omega_{k}\right) \tag{3}
\end{equation*}
$$

where $p\left(\mathbf{x}_{i} \mid \theta=\omega_{k}\right)$ is the measurement process model of the $i$-th representation. Substituting from Eq. (3) into Eq. (2) and eventually into Eq. (1), we obtain the decision rule

$$
\begin{align*}
& \text { assign } \theta \rightarrow \omega_{j} \quad \text { if }  \tag{4}\\
& P\left(\omega_{j}\right) \prod_{i=1}^{R} p\left(\mathbf{x}_{i} \mid \theta=\omega_{j}\right)=\max _{k=1}^{m} P\left(\omega_{k}\right) \prod_{i=1}^{R} p\left(\mathbf{x}_{i} \mid \theta=\omega_{k}\right)
\end{align*}
$$

or in terms of the a posteriori probabilities yielded by the respective classifiers

$$
\begin{align*}
& \operatorname{assign} \quad \theta \rightarrow \omega_{j} \quad \text { if } \\
& P^{-(R-1)}\left(\omega_{j}\right) \prod_{i=1}^{R} P\left(\theta=\omega_{j} \mid \mathbf{x}_{i}\right) p\left(\mathbf{x}_{i}\right) \\
& =\max _{k=1}^{m} P^{-(R-1)}\left(\omega_{k}\right) \prod_{i=1}^{R} P\left(\theta=\omega_{k} \mid \mathbf{x}_{i}\right) p\left(\mathbf{x}_{i}\right) \tag{5}
\end{align*}
$$

The decision rule (5) quantifies the likelihood of a hypothesis by combining the a posteriori probabilities generated by the individual classifiers by means of a product rule. It is effectively a severe rule of fusing the classifier outputs, as it is sufficient for a single recognition engine to inhibit a particular interpretation by outputting a close to zero probability for it. We shall adopt the approach used in Kittler et al [26] to show that, under certain assumptions, this severe rule can be developed into a benevolent information fusion rule which has the form of a sum. Benevolent fusion rules are less affected by one particular expert than severe rules. Thus, even if the soft decision outputs of a few experts for a particular hypothesis are close to zero, the hypothesis may be accepted, provided it receives a sufficient support from all the other experts.

To develop such a benevolent rule, let us express the product of the a posterior probabilities and mixture densities on the right-hand side of Eq. (5) $P\left(\theta=\omega_{k}\left|\mathbf{x}_{i}\right| p \mathbf{x}_{i}\right)$ as

$$
\begin{equation*}
P\left(\theta=\omega_{k} \mid \mathbf{x}_{i}\right) p\left(\mathbf{x}_{i}\right)=P\left(\theta=\omega_{k}\right) p_{i}\left(1+\delta_{k i}\right) \tag{6}
\end{equation*}
$$

where $p_{i}$ is a nominal reference value of the mixture density $p\left(\underline{\mathbf{x}}_{i}\right)$. A suitable choice of $p_{i}$ is, for instance, $p_{i}=\max _{\underline{x}} p\left(\underline{\mathbf{x}}_{i}\right)$. Substituting Eq. (6) for the a posteriori probabilities in Eq. (5), we find

$$
\begin{align*}
& P^{-(R-1)}\left(\omega_{k}\right) \prod_{i=1}^{R} P\left(\theta=\omega_{k} \mid \mathbf{x}_{i}\right) p\left(\mathbf{x}_{i}\right)=P\left(\omega_{k}\right) \\
& \prod_{i=1}^{R} p_{i} \prod_{i=1}^{R}\left(1+\delta_{k i}\right) \tag{7}
\end{align*}
$$

If we expand the product and neglect any terms of second and higher order, we can approximate the right-hand side of Eq. (7) as

$$
\begin{align*}
& P\left(\omega_{k}\right) \prod_{i=1}^{R} p_{i} \prod_{i=1}^{R}\left(1+\delta_{k i}\right) \doteq P\left(\omega_{k}\right) \\
& \prod_{i=1}^{R} p_{i}+P\left(\omega_{k}\right) \prod_{i=1}^{R} p_{i} \sum_{i=1}^{R} \delta_{k i} \tag{8}
\end{align*}
$$

Substituting Eqs (8) and (6) into Eq. (5) and eliminating $\prod_{i=1}^{R} p_{i}$, we obtain a sum decision rule

$$
\begin{align*}
& \text { assign } \theta \rightarrow \omega_{j} \text { if }(1-R) P\left(\omega_{j}\right)+\sum_{i=1}^{R} \frac{P\left(\omega_{j} \mid \mathbf{x}_{i}\right) p\left(\mathbf{x}_{i}\right)}{p_{i}} \\
& =\max _{k=1}^{\max }\left[(1-R) P\left(\omega_{k}\right)+\sum_{i=1}^{R} \frac{P\left(\omega_{k} \mid \mathbf{x}_{i}\right) p\left(\mathbf{x}_{i}\right)}{p_{i}}\right] \tag{9}
\end{align*}
$$

This approximation will be valid provided that $\delta_{k i}$ satisfies $\left|\delta_{k i}\right| \ll 1$. It can easily be established that this condition will be satisfied if $P\left(\omega_{k} \mid \mathbf{x}_{i}\right) p\left(\mathbf{x}_{i}\right) / p_{i} P\left(\omega_{i}\right)-1$ is small in absolute value sense. Note that this condition will hold when the amount of information about class identity of the object gained by observing $\mathbf{x}_{i}$ is small and the observation is representative for the distinction of $\mathbf{x}_{i}$, which means that $p\left(\mathbf{x}_{i}\right)$ will be close to the reference value $p_{i}$. However, whatever approximation error is introduced when the conditions do not hold, we shall see later that the adoption of the approximation has some other benefits which will justify even the introduction of relatively gross errors at this step.

Before proceeding any further, it may be pertinent to ask why we did not cancel out the unconditional probability density functions $p\left(\mathrm{x}_{i}\right)$ from the decision rule. The main reason is that this term conveys very useful information about the confidence of the classifier in the observation made. It is clear that a pattern representation for which the value of the probability density is very small for all the classes will be an outlier, and should not be classified by the respective classifier. By retaining this information, in the case of the product rule (5), we have the option of suppressing
the effect of outliers on the decision making process by setting the a posteriori probabilities for all the classes to a constant, i.e.

$$
\begin{equation*}
\text { if } \frac{p\left(\mathbf{x}_{i}\right)}{p_{i}} \leq \text { threshold then } P\left(\omega_{k} \mid \mathbf{x}_{i}\right)=\text { const. } \forall k \tag{10}
\end{equation*}
$$

In contrast, the sum information fusion rule will automatically control the influence of such outliers on the final decision. In other words, the classifier combination rule in Eq. (9) is a weighted average rule, where the weights reflect the confidence in the soft decision values computed by the individual classifiers. Thus, our decision rule (9) can be expressed as

$$
\begin{align*}
& \text { assign } \theta \rightarrow \omega_{j} \text { if } \\
& (1-R) P\left(\omega_{j}\right)+\sum_{i=1}^{R} \mathrm{w}\left(\mathbf{x}_{i}\right) P\left(\omega_{j} \mid \mathbf{x}_{i}\right)=\max _{k=1}^{m}[(1-R) \\
& \left.P\left(\omega_{k}\right)+\sum_{i=1}^{R} \mathrm{w}\left(\mathbf{x}_{i}\right) P\left(\omega_{k} \mid \mathbf{x}_{i}\right)\right] \tag{11}
\end{align*}
$$

The main practical difficulty with the weighted average classifier combiner as specified in Eq. (11) is that not all classifiers will have the inner capability to output such information. For instance, it would not be provided by a multilayer perceptron and many other classification methods. We shall therefore limit our objectives somewhat, and identify the weights $w_{i}$ which will reflect the relative confidence in the classifiers in expectation. This can be done easily by selecting weight values by means of minimising the empirical classification error count produced by the decision rule

$$
\begin{align*}
& \text { assign } \quad \theta \rightarrow \omega_{j} \quad \text { if } \\
& (1-R) P\left(\omega_{j}\right)+\sum_{i=1}^{R} w_{i} P\left(\omega_{j} \mid \mathbf{x}_{i}\right) \\
& =\max _{k=1}^{m}\left[(1-R) P\left(\omega_{k}\right)+\sum_{i=1}^{R} w_{i} P\left(\omega_{k} \mid \mathbf{x}_{i}\right)\right] \tag{12}
\end{align*}
$$

in which the data dependence of the weights has been suppressed. In other words, we find $w_{i}, i=1, R$ such that

$$
\begin{equation*}
e=\frac{1}{N} \sum_{k=1}^{N} \eta\left(\mathcal{Z}_{k}\right) \tag{13}
\end{equation*}
$$

where $Z_{k}, k=1, N$ is the $k$-th training sample and $\eta\left(Z_{k}\right)$ takes values

$$
\eta\left(Z_{k}\right)=\left\{\begin{array}{cc}
0 & \beta_{k}=\theta_{k}  \tag{14}\\
1 & \text { otherwise }
\end{array}\right.
$$

is minimised. In Eq. (14), $\beta_{k}$ is the true class label of pattern $Z_{k}$ and $\theta_{k}$ is the class label assigned to it by
the decision rule (12). The optimisation can easily be achieved by an exhaustive search through the weight space.

For equal a priori class probabilities, the decision rule (12) simplifies to

$$
\begin{align*}
& \operatorname{assign} \theta \rightarrow \omega_{j} \text { if } \\
& \sum_{i=1}^{R} w_{i} P\left(\omega_{j} \mid x_{i}\right)=\max _{k=1}^{R} \sum_{i=1}^{R} w_{i} P\left(\omega_{k} \mid x_{i}\right) \tag{15}
\end{align*}
$$

### 2.1. Error Sensitivity

In practice, the individual experts will not output the true a posteriori probabilities $P\left(\omega_{k} \mid \mathbf{x}_{i}\right), \quad i=1, R$ but instead their estimates $\hat{P}\left(\omega_{k} \mid \mathbf{x}_{i}\right)$, where

$$
\begin{equation*}
\hat{P}\left(\omega_{k} \mid \mathbf{x}_{i}\right)=P\left(\omega_{k} \mid \mathbf{x}_{i}\right)+\epsilon\left(\mathbf{x}_{i}\right) \tag{16}
\end{equation*}
$$

and $\epsilon\left(\mathbf{x}_{i}\right)$ is the estimation error. Replacing the $a$ posteriori class probabilities in decision rule (12) with their hatted counterparts, and substituting from Eq. (16), we have

$$
\begin{align*}
& \text { assign } \quad \theta \rightarrow \omega_{j} \quad \text { if } \\
& (1-R) P\left(\omega_{j}\right)+\sum_{i=1}^{R} w_{i}\left[P\left(\omega_{j} \mid \mathbf{x}_{i}\right)+e_{i j}\right]=\max _{k=1}^{m} \\
& \left\{(1-R) P\left(\omega_{k}\right)+\sum_{i=1}^{R} w_{i}\left[P\left(\omega_{k} \mid \mathbf{x}_{i}\right)+e_{k i}\right]\right\} \tag{17}
\end{align*}
$$

which can be rewritten as

$$
\begin{align*}
& \operatorname{assign} \theta \rightarrow \omega_{j} \text { if } \\
& (1-R) P\left(\omega_{j}\right)+\left[\sum_{i=1}^{R} w_{i} P\left(\omega_{j} \mid \mathbf{x}_{i}\right)\right] \\
& {\left[1+\frac{\sum_{i=1}^{R} w_{i} e_{j i}}{\sum_{i=1}^{R} w_{i} P\left(\omega_{j} \mid \mathbf{x}_{i}\right)}\right]=\max _{k=1}^{m}} \\
& \left\{(1-R) P\left(\omega_{k}\right)+\left[\sum_{i=1}^{R} w_{i} P\left(\omega_{k} \mid \mathbf{x}_{i}\right)\right] .\right. \\
& \left.\left[1+\frac{\sum_{i=1}^{R} w_{i} e_{k i}}{\sum_{i=1}^{R} w_{i} P\left(\omega_{k} \mid \mathbf{x}_{i}\right)}\right]\right\} \tag{18}
\end{align*}
$$

A comparison of Eqs (12) and (18) shows that each term in the error free classifier combination rule (12) is affected by error factor

$$
\begin{equation*}
\left[1+\frac{\sum_{i=1}^{R} w_{i} e_{k i}}{\sum_{i=1}^{R} w_{i} P\left(\omega_{k} \mid \mathbf{x}_{i}\right)}\right] \tag{19}
\end{equation*}
$$

Thus, in the weighted average rule the compounded effect of errors, which is computed as a sum, is scaled by the sum of the weighted a posteriori probabilities. A judicial choice of weights (by training) and the implied error averaging process will result in the damp-
ening of the errors. Thus, the weighted sum decision rule can be expected to be resilient to estimation errors, and also to approximation errors that we may have inadvertently introduced in developing it. This contrasts with the inordinate sensitivity to errors exhibited by the product rule [26]. Although the product rule can be expected to perform better when no estimation errors are present, for large errors the superior performance of the sum rule has been confirmed experimentally [27,28]. It follows, therefore, that the weighted average classifier combination rule is not only a very simple and intuitive technique of improving the reliability of decision making based on different classifier opinions, but it is also remarkably robust.

It can readily be shown that the decision rules (5) and (9) simplify to the following commonly used combination strategies:

$$
\text { assign } \quad \theta \rightarrow \omega_{j} \quad \text { if }
$$

## Product Rule

$$
\begin{align*}
& P^{-(R-1)}\left(\omega_{j}\right) \Pi_{i=1}^{R} P\left(\theta=\omega_{j} \mid \mathbf{x}_{i}\right)= \\
& \max _{k=1}^{m} P^{-(R-1)}\left(\omega_{k}\right) \Pi_{i=1}^{R} P\left(\theta=\omega_{k} \mid \mathbf{x}_{i}\right) \tag{20}
\end{align*}
$$

This rule follows directly from Eq. (5).

## Sum Rule

$(1-R) P\left(\omega_{j}\right)+\sum_{i=1}^{R} P\left(\omega_{j} \mid \mathbf{x}_{i}\right)=\max _{k=1}^{m}$
$\left[(1-R) P\left(\omega_{k}\right)+\sum_{i=1}^{R} P\left(\omega_{k} \mid \mathbf{x}_{i}\right)\right]$
This rule follows from Eq. (9) under the assumption of equal weighting of the outputs of the respective experts, i.e. $\mathrm{w}\left(\mathrm{x}_{i}\right)=1 \quad \forall i$ and $\forall \mathrm{x}_{i}$.

## Max Rule

$$
\begin{equation*}
\max _{i=1}^{\mathrm{R}} P\left(\theta=\omega_{j} \mid \mathbf{x}_{i}\right)=\max _{k=1}^{m} \max _{i=1}^{R} P\left(\theta=\omega_{k} \mid \mathbf{x}_{i}\right) \tag{22}
\end{equation*}
$$

This rule approximates the sum rule in Eq. (21) under the assumption that all the classes are a priori equiprobable, and the sum will be dominated by the expert decision output which lends the maximum support for a particular hypothesis.

## Min Rule

$$
\begin{equation*}
\min _{i=1}^{R} P\left(\theta=\omega_{j} \mid \mathbf{x}_{i}\right)=\max _{k=1}^{m} \min _{i=1}^{R} P\left(\theta=\omega_{k} \mid \mathbf{x}_{i}\right) \tag{23}
\end{equation*}
$$

This rule approximates the product rule (20) under the assumption that all the classes are a priori equiprobable and the product will be dominated by the expert decision output which lends the minimum support for a particular hypothesis.

## Majority Vote Rule

$$
\begin{equation*}
\sum_{i=1}^{R} \Delta_{j i}=\max _{k=1}^{m} \sum_{i=1}^{R} \Delta_{k i} \tag{24}
\end{equation*}
$$

This rule is obtained from the sum rule in Eq. (21) under the assumption that all the classes are a priori equiprobable and the individual expert outputs $P\left(\theta=\omega_{k} \mid \mathbf{x}_{i}\right)$ are hardened into outputs $\Delta_{k i}$ as $\Delta_{k i}=1$ if $P\left(\theta=\omega_{k} \mid \mathbf{x}_{i}\right)=\max _{l=1}^{m} P\left(\theta=\omega_{i} \mid \mathbf{x}_{i}\right)$ and zero otherwise.

As the combination strategies max rule and vote are related to the sum rule [26], they are less sensitive to estimation errors, and are therefore likely to perform better than the min-rule which can be derived from the product rule.

## 3. IDENTICAL REPRESENTATIONS

In many situations we wish to combine the results of multiple classifiers which use an identical representation for the input pattern x . A typical example of this situation is a battery of $\mathrm{k}-\mathrm{NN}$ classifiers which employ different numbers of nearest neighbours to reach a decision. Alternatively, neural network classifiers trained with different initialisations or different training sets $[21,29,30]$ also fall into this category. The combination of ensembles of neural networks has been studied elsewhere [13,15-18,20].

By means of classifier combination, one is able to obtain a better estimate of the a posteriori class probabilities, and in consequence, a reduced classification. error. A typical estimator is the averaging estimator

$$
\begin{equation*}
\dot{P}\left(\omega_{i} \mid \mathbf{x}\right)=\frac{1}{N} \sum_{j=1}^{N} \hat{P}_{j}\left(\omega_{i} \mid \mathbf{x}\right) \tag{25}
\end{equation*}
$$

where $\hat{P}_{j}\left(\omega_{i} \mid \mathbf{x}\right)$ is the a posteriori class probability estimate given pattern $\mathbf{x}$, delivered by the $j$ th estimator and $\dot{P}\left(\omega_{i} \mid \mathbf{x}\right)$ is the combined estimate based on $N$ observations.

Assuming that the errors $e_{j}\left(\omega_{i} \mid \mathbf{x}\right)$ between the true class a posteriori probabilities $P\left(\omega_{i} \mid \mathbf{x}\right)$ and their estimates are unbiased, i.e.

$$
\begin{equation*}
E\left\{e_{j}\left(\omega_{i} \mid \mathbf{x}\right)\right\}=E\left\{\hat{P}_{j}\left(\omega_{i} \mid \mathbf{x}\right)-P\left(\omega_{i} \mid \mathbf{x}\right)\right\}=0 \forall i, j, \mathbf{x} \tag{26}
\end{equation*}
$$

the combined estimate $\dot{P}\left(\omega_{i} \mid \mathbf{x}\right)$ will be an unbiased estimate of $P\left(\omega_{i} \mid \mathbf{x}\right)$. Suppose the standard deviations $\sigma_{j}\left(\omega_{i} \mid \mathbf{x}\right) \forall i, j$ of errors $e_{j}\left(\omega_{i} \mid \mathbf{x}\right)$ are equal, i.e.

$$
\begin{equation*}
\sigma_{j}\left(\omega_{i} \mid \mathbf{x}\right)=\sigma(\mathbf{x}) \forall i, j \tag{27}
\end{equation*}
$$

Then, provided the errors $e_{j}\left(\omega_{i} \mid \mathbf{x}\right)$ are independent, the variance of the error distribution for the combined estimate $\dot{\sigma}^{2}(\mathbf{x})$ will be

$$
\begin{equation*}
\dot{\sigma}^{2}(\mathrm{x})=\frac{\sigma^{2}(\mathrm{x})}{\mathrm{N}} \tag{28}
\end{equation*}
$$

Now, if the standard deviations $\sigma_{j}\left(\omega_{i} \mid \mathbf{x}\right)$ of the errors are not identical, then the combined estimate should take that into account by weighting more the contributions of the estimates associated with a lower variance, i.e.

$$
\begin{equation*}
\dot{P}\left(\omega_{i} \mid \mathbf{x}\right)=\frac{1}{\sum_{j=1}^{N} \frac{1}{\sigma_{j}^{2}\left(\omega_{i} \mid \mathbf{x}\right)}} \sum_{j=1}^{N} \frac{1}{\sigma_{j}^{2}\left(\omega_{i} \mid \mathbf{x}\right)} \hat{P}_{j}\left(\omega_{i} \mid \mathbf{x}\right) \tag{29}
\end{equation*}
$$

Provided the errors are unbiased and independent, the combined estimate in Eq. (29) will also be unbiased, and its variance $\dot{\sigma}_{j i}^{2}\left(\omega_{i} \mid \mathbf{x}\right)$ will be

$$
\begin{equation*}
\dot{\sigma}^{2}(\mathbf{x})=\frac{1}{\sum_{j=1}^{N} \frac{1}{\sigma_{j}^{2}\left(\omega_{i} \mid \mathbf{x}\right)}} \tag{30}
\end{equation*}
$$

From Eq. (30), it can be seen that the variance of the error distribution of the combined estimator will be dominated by the low variance terms.

The weighted estimator (29) represents a general case which may be written as

$$
\begin{equation*}
\dot{P}\left(\omega_{i} \mid \mathbf{x}\right)=\sum_{j=1}^{N} w_{i j}(\mathbf{x}) \hat{P}_{j}\left(\omega_{i} \mid \mathbf{x}\right) \tag{31}
\end{equation*}
$$

with the weights $\mathrm{w}_{i j}(\mathbf{x})$ satisfying

$$
\begin{equation*}
\sum_{j=1}^{N} w_{i j}(x)=1 \tag{32}
\end{equation*}
$$

It will assume a specific form in particular circumstances. For instance, if the properties of the individual estimators are class independent, the weights will satisfy

$$
\begin{equation*}
w_{i j}(\mathbf{x})=w_{j}(\mathbf{x}) \tag{33}
\end{equation*}
$$

If, in addition, the variances of the error distributions of the individual estimators $\sigma_{j}^{2}\left(\omega_{i} \mid \mathbf{x}\right)$ are independent of the position in the pattern space the weights will satisfy

$$
\begin{equation*}
w_{i j}(\mathbf{x})=w_{j} \tag{34}
\end{equation*}
$$

It also subsumes the case when the variances are all identical with

$$
\begin{equation*}
\mathrm{w}_{i j}(\mathrm{x})=\frac{1}{N} \tag{35}
\end{equation*}
$$

Recall that when the respective variances of the individual estimators are known, the weights can be determined using the formula

$$
\begin{equation*}
\mathrm{w}_{i j}(\mathbf{x})=\frac{\frac{1}{\sigma_{j}^{2}\left(\omega_{i} \mid \mathbf{x}\right)}}{\sum_{j=1}^{N} \frac{1}{\sigma_{j}^{2}\left(\omega_{i} \mid \mathbf{x}\right)}} \tag{36}
\end{equation*}
$$

If this information is not available, it may be possible to estimate the appropriate weights so that the classification error obtained with the estimator in Eq. (31) is minimised. To adopt this approach, it will be necessary to have another independent set of training data.

Note that the estimator (31) is defined as a linear combination of the individual estimates. This immediately suggests that it may be possible to obtain even a better combined estimate of the class a posteriori probabilities by means of a nonlinear combination function as

$$
\begin{equation*}
\dot{P}\left(\omega_{i} \mid \mathbf{x}\right)=F\left(\hat{P}_{1}\left(\omega_{i} \mid \mathbf{x}\right), \ldots, \hat{P}_{N}\left(\omega_{i} \mid \mathbf{x}\right)\right) \tag{37}
\end{equation*}
$$

In fact, estimators which aim to enhance their resilience to outliers by adopting a rank order statistic such as the median,

$$
\begin{equation*}
\dot{P}\left(\omega_{i} \mid \mathbf{x}\right)=\operatorname{med}_{j=1}^{N} \hat{P}_{j}\left(\omega_{i} \mid \mathbf{x}\right) \tag{38}
\end{equation*}
$$

fall into this category. Such nonlinear estimators do not require any additional training. However, if sufficient additional training data is available, a suitable nonlinear function may be found by means of general function approximation (i.e. neural network methodology), or by other design alternatives. The effective local variance of the resulting estimator could be estimated from the input variances by function linearisation techniques.

To investigate the effect of classifier combination, let us examine the distribution of the a posteriori probabilities at a single point x . Suppose the a posteriori probability of class $\omega_{s}$ is maximum, i.e. $P\left(\omega_{s} \mid \mathbf{x}\right)=$ $\max _{i=1}^{m} P\left(\omega_{i} \mid \mathbf{x}\right)$, giving the local Bayes error $e_{B}=1-$ $\max _{i=1}^{m} P\left(\omega_{i} \mid \mathbf{x}\right)$. However, our classifiers only estimate these a posteriori class probabilities, and the associated estimation errors may result in suboptimal decisions and consequently in an additional classification error. To quantifiy this additional error, we have to establish what the probability is for the recognition system to make a labelling error. This situation will occur when any of the a posterior class probability estimates for a
class other than $\omega_{s}$ become maximum over all the classes. Let us derive the probability of the event occurring for class $\omega_{i}$, i.e. when

$$
\begin{equation*}
P\left(\omega_{i} \mid \mathbf{x}\right)-\dot{P}\left(\omega_{j} \mid \mathbf{x}\right)>0 \forall j \neq i \tag{39}
\end{equation*}
$$

Note that the left-hand side of Eq. (39) can be expressed as

$$
\begin{equation*}
P\left(\omega_{i} \mid \mathbf{x}\right)-P\left(\omega_{j} \mid \mathbf{x}\right)+\epsilon\left(\omega_{i} \mid \mathbf{x}\right)-\epsilon\left(\omega_{j} \mid \mathbf{x}\right)>0 \tag{40}
\end{equation*}
$$

where $\epsilon\left(\omega_{i} \mid \mathbf{x}\right)$ is the error of the combined estimate. Equation (40) defines a constraint for the two estimation errors $\epsilon\left(\omega_{k} \mid \mathbf{x}\right) k=i, j$ as

$$
\begin{equation*}
\epsilon\left(\omega_{i} \mid \mathbf{x}\right)-\epsilon\left(\omega_{j} \mid \mathbf{x}\right)>P\left(\omega_{j} \mid \mathbf{x}\right)-P\left(\omega_{i} \mid \mathbf{x}\right) \tag{41}
\end{equation*}
$$

Now, on the left-hand side of Eq. (41) we have two identically distributed random variables. Let us assume that the distributions are Gaussian. This, in practice, will approximate the true distribution of estimation errors very coarsely as both ends of the [0,1] interval from which the a posteriori class probabilities can assume values will clip the errors. Nevertheless, the analysis under even such a simplistic assumption will give an indication of the benefits of classifier combination.

Since the error distributions are Gaussian, the distribution of the difference of the two random variables will also be Gaussian, with a twice as large variance. The probability of constraint (41) being satisfied is given by the area under the Gaussian tail with a cutoff point at $P\left(\omega_{j} \mid \mathbf{x}\right)-P\left(\omega_{i} \mid \mathbf{x}\right)$. More specifically, this probability, which we shall denote $Q_{i j}\left(\Delta P_{j i}(\mathrm{x})\right)$, is given by

$$
Q_{i j}\left(\Delta P_{j i}(\mathbf{x})\right)= \begin{cases}\frac{1}{2}-\frac{1}{2} \operatorname{erf}\left(\frac{\Delta P_{j i}(\mathbf{x})}{2 \dot{\sigma}}\right) & \Delta P_{j i}(\mathbf{x}) \geq 0  \tag{42}\\ \frac{1}{2}+\frac{1}{2} \operatorname{erf}\left(\frac{\left|\Delta P_{j i}(\mathbf{x})\right|}{2 \dot{\sigma}}\right) & \Delta P_{j i}(\mathbf{x})<0\end{cases}
$$

where $\Delta P_{i i}(\mathbf{x})=P\left(\omega_{j} \mid \mathbf{x}\right)-P\left(\omega_{i} \mid \mathbf{x}\right)$ and $\operatorname{erf}\left(\frac{\Delta P_{i j}(\mathbf{x})}{2 \dot{\sigma}}\right)$ is the error function, defined as

$$
\begin{equation*}
\operatorname{erf}\left(\frac{\Delta P_{j i}(\mathbf{x})}{2 \dot{\sigma}}\right)=\frac{1}{\sqrt{\pi} \dot{\sigma}} \int_{0}^{\Delta P_{j i}(\mathbf{x})} \exp ^{-\frac{1}{2} \frac{\gamma^{2}}{2 \dot{\sigma}^{2}}} d \gamma \tag{43}
\end{equation*}
$$

Now, the event in Eq. (39) will occur with probability

$$
\begin{equation*}
Q_{i}(\mathbf{x})=\prod_{\substack{j=1 \\ j \neq i}}^{m} Q_{i j}\left(\Delta P_{j i}(\mathbf{x})\right) \tag{44}
\end{equation*}
$$

Hence, the pattern $\mathbf{x}$ will be misclassified with probability

$$
\begin{equation*}
Q(\mathbf{x})=\sum_{\substack{i=1 \\ i \neq s}}^{m} Q_{i}(\mathbf{x}) \tag{45}
\end{equation*}
$$

In fact, the additional error probability $Q(x)$ will be dominated by the second most probable class, which will be involved in defining the decision boundary. This can be observed by considering all the classes with very low a posteriori probabilities. For those, the probability $Q_{j}(\mathbf{x})$ will be brought to zero by the term $Q_{j s}\left(\Delta P_{s j}(\mathrm{x})\right)$, which will be extremely small because of the large difference in $\Delta P_{s j}(x)$. Only the class $\omega_{k}$ whose a posteriori probability is comparable to $P\left(\omega_{k} \mid \mathbf{x}\right)$ will contribute a non-negligible probability value, because of its small $\Delta P_{s k}(\mathbf{x})$ and negative $\Delta P_{j k}(\mathbf{x})$ with respect to all the other classes $\omega_{j}, \forall j \neq k, s$, which will produce a multiplicative factors $Q_{k j}\left(\Delta P_{j k}(\mathbf{x})\right)$ close to unity. Hence, $Q(x)$ will effectively be determined by $Q_{k s}\left(\Delta P_{s k}(\mathbf{x})\right)$.

The average additional (over and above the Bayes error) misclassification error will then be

$$
\begin{equation*}
\bar{e}=\int Q(\mathbf{x}) p(\mathbf{x}) d \mathbf{x} \tag{46}
\end{equation*}
$$

Recalling Eq. (42), each probability $Q_{i j}\left(\Delta P_{j i}(x)\right)$ in Eq. (44) depends heavily upon the variance of the error of the a posteriori class probability estimate. With the number of multiple experts increasing, the estimate variance goes down by a factor of $N$. However, the probability of the additional error goes down much more dramatically. In comparison with a single expert $N=1$, the probability of the pointwise error, assuming that only $P\left(\omega_{s} \mid \mathbf{x}\right)$ and $P\left(\omega_{k} \mid \mathbf{x}\right)$ are comparable, will be reduced by a factor

$$
\begin{equation*}
\frac{1-\operatorname{erf}\left(\frac{\Delta P_{\mathrm{sk}}(\mathbf{x})}{2 \dot{\sigma}}\right)}{1-\operatorname{erf}\left(\frac{\Delta P_{\mathrm{sk}}(\mathbf{x})}{2 \frac{\dot{\sigma}}{N}}\right)} \tag{47}
\end{equation*}
$$

Note that these improvements are achieved only near the decision boundaries, as far from the boundaries the probability of a pattern x being misclassified is negligible. Thus these impressive improvements will be diluted by the averaging process in Eq. (46), where over extensive regions the local probability of additional error will effectively be zero, because of the large difference between the maximum class a posteriori probability and all the others.

For discriminant function classifiers the benefit of combining multiple experts using an identical representation has been investigated by Tumer and Ghosh
[31,32]. They showed that the classifications error will be reduced as a result of the effective discriminant function of the combiner being closer to the Bayesian decision boundary. An earlier study of the effect of combining multiple experts which base their decisions on their estimates of the class a posteriori probabilities can be found elsewhere [33,34].

A linear combiner of classifier outputs has been applied to the problem of combining evidence in an automatic personal identity verification system [25]. The system fuses multiple instances of biometric data to improve performance. In this application, a single classifier computes a posteriori class probabilities for several instances of input data over a short period of time, which are then combined. For this reason, an equal weight combination was appropriate. A combination strategy involving unequal weights has been used [35] to fuse the a posteriori class probabilities of several classifiers employed in the detection of microcalcifications in mammographic images. The weights were estimated by training. The combination of classifiers which produce statistically dependent outputs is discussed in Bishop [33]. The approach also leads to a linear combination, where the weights reflect the correlations between individual expert outputs.

## 4. DISCUSSION

In practical situations, one is also likely to face a problem where a part of the representation used by the respective experts is shared and a part is distinct.

Let us assume that the components of each pattern vector $\mathrm{x}_{i}$ can be divided into two groups, forming vectors y and $\xi_{i}$, i.e. $\mathrm{x}_{i}=\left[\mathrm{y}^{\mathrm{T}}, \xi^{\mathrm{T}}\right]^{\mathrm{T}}$, where the vector of measurements y is shared by all of the $R$ classifiers, whereas $\xi_{i}$ is specific to the $i$-th classifier. We shall assume that given a class identity, the classifier specific part of the pattern representation $\xi_{i}$ is conditionally independent from $\xi_{j} j \neq i$.

Let us now return to the joint probability density $p\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{R}} \mid \theta=\omega_{k}\right)$ in Eq. (3), and express it as

$$
\begin{align*}
& p\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k} \mid \theta=\omega_{k}\right)=p\left(\xi_{1}, \ldots, \xi_{R} \mid \mathbf{y}, \theta\right. \\
& \left.=\omega_{k}\right) p\left(\mathbf{y} \mid \theta=\omega_{k}\right) \tag{48}
\end{align*}
$$

Recalling our assumption that the classifier specific representations $\xi_{i} i=1, \ldots, R$ are conditionally statistically independent, we can write

$$
\begin{align*}
& p\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{R} \mid \theta=\omega_{k}\right)=\left[\prod_{i=1}^{R} p\left(\xi \mid \mathbf{y}, \theta=\omega_{k}\right)\right] \\
& p\left(\mathbf{y} \mid \theta=\omega_{k}\right) \tag{49}
\end{align*}
$$

which, assuming that the shared measurements are
conditionally independent from the classifier specific ones can be expressed as

$$
\begin{align*}
& p\left(\mathbf{x}_{1} \ldots, \mathbf{x}_{R} \mid \theta=\omega_{k}\right)=\left[\prod_{i=1}^{\mathrm{R}} \frac{P\left(\theta=\omega_{k} \mid \mathbf{y}, \xi_{i}\right) p\left(\mathbf{y}, \xi_{i}\right)}{P\left(\omega_{k} \mid \mathbf{y}\right) p(\mathbf{y})}\right] \\
& \frac{P\left(\omega_{k} \mid \mathbf{y}\right) p(\mathbf{y})}{P\left(\omega_{k}\right)} \tag{50}
\end{align*}
$$

and finally,

$$
\begin{align*}
& p\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{R} \mid \theta=\omega_{k}\right)=\left[\Pi_{i=1}^{R} \frac{P\left(\theta=\omega_{k} \mid \mathbf{x}_{i}\right) p\left(\mathbf{x}_{i}\right)}{P\left(\omega_{k} \mid \mathbf{y}\right) p(\mathbf{y})}\right] \\
& \frac{P\left(\omega_{k} \mid \mathbf{y}\right) p(\mathbf{y})}{P\left(\omega_{k}\right)} \tag{51}
\end{align*}
$$

In Eq. (51), $P\left(\omega_{k} \mid y\right)$ is the $k$-th class probability based on the shared freatures, and $p(y)$ is the corresponding mixture measurement density. We thus obtain the decision rule

$$
\begin{align*}
& \text { assign } \theta \rightarrow \omega_{j} \text { if } \\
& {\left[\Pi_{i=1}^{R} \frac{P\left(\theta=\omega_{j} \mid \mathbf{x}_{i}\right)}{P\left(\theta=\omega_{j} \mid \mathbf{y}\right)} p\left(\mathbf{x}_{i}\right)\right] P\left(\theta=\omega_{j} \mid \mathbf{y}\right) p(\mathbf{y}) } \\
&= \max _{k=1}^{m}\left[\Pi_{i=1}^{R} \frac{P\left(\theta=\omega_{k} \mid \mathbf{x}_{i}\right)}{P\left(\theta=\omega_{k} \mid \mathbf{y}\right)} p\left(\mathbf{x}_{i}\right)\right] P\left(\theta=\omega_{k} \mid \mathbf{y}\right) p(\mathbf{y})(5 \tag{52}
\end{align*}
$$

in which $p(y)$ in the denominator was cancelled out on the grounds that the numerator term $p(y)$ serves as an outlier indicator adequately. The rule combines the individual classifier outputs in terms of a product. Each factor in the product for class $\omega_{k}$ is normalised by the a posteriori probability of the class given the shared representation.

A linearisation of the product in Eq. (52) using the methodology introduced in Section 2 yields the corresponding weighted sum rule [35]

$$
\begin{align*}
& \operatorname{assign} \theta \rightarrow \omega_{j} \text { if } w_{y} P\left(\theta=\omega_{j} \mid \mathbf{y}\right)+\sum_{i=1}^{R} w_{i} P\left(\theta=\omega_{j} \mid \mathbf{x}_{i}\right) \\
& =\max _{k=1}^{m}\left[w_{y} P\left(\theta=\omega_{k} \mid \mathbf{y}\right)+\sum_{i=1}^{R} w_{i} P\left(\theta=\omega_{k} \mid \mathbf{x}_{i}\right)\right] \tag{53}
\end{align*}
$$

Note that the classifier combination rules (52) and (53) are expressed in terms of the a posteriori class probabilities returned by the individual classifiers using mixed representations and the $a$ posteriori class probability based on the shared representation. Each classifier provides an independent estimate of the latter. It is therefore sensible to average these values to obtain a more reliable estimate, as discussed in Section 3. This problem has been considered by Kittler et al [36], and the combination strategies developed have
been applied to the problem of automatic detection of microcalcifications in digital mammograms.

The combination strategies discussed in Sections 2 and 3 can be viewed as a multistage process, whereby the input data is used to compute the relevant $a$ posteriori class probabilities which, in turn, are used as features in the next processing stage. The problem is then to find class separating surfaces in this new feature space. The sum rule and the averaging estimator and their weighted versions then implement linear separating boundaries in this space. The other combination strategies implement nonlinear boundaries. The idea can then be extended further, and the problem of combination posed as one of training the second stage using these probabilities so as to minimise the recognition error. This is the approach adopted by various multistage combination strategies as exemplified by the behaviour knowledge space method of Huang and Suen [37] and the techniques in [20,21]. In the behaviour knowledge space method, the space of the classifier outputs is tessellated into small bins, and the computed a posteriori class probabilities are used as indices to address these bins. The training data is mapped into these cells via the a posteriori class probabilities and their true class labels stored. A pattern of unknown class membership is then classified by indexing into one of the bins, and identifying the class which receives the majority vote.

When linear or nonlinear combination functions are acquired by means of training, there is very little distinction between the two basic scenarios. Moreover, such solutions are able to handle the fusion of measurements which are not conditionally statistically independent. Consequently, it is possible to view classifier combination in a unified way. This probably explains the successes achieved with heuristic combination schemes derived without any serious concerns about their theoretical legitimacy.

## 5. CONCLUSIONS

The problem of combining classifiers was considered. Recent developments in the methodology of multiple expert fusion were reviewed. The review was organised according to the two main fusion scenarios: fusion of opinions based on identical, and on distinct representations. A theoretical framework for classifier combination approaches for these two scenarios was then developed. For multiple experts using distinct representations, we argued that many existing schemes could be considered as special cases of compound classification, where all the representations are used jointly to make a decision. Under different assumptions and
using different approximations, we derived the commonly used classifier combination schemes such as the product rule, sum rule, min rule, max rule, median rule and majority voting, and weighted combination schemes. We addressed the issue of the sensitivity of various combination rules to estimation errors, and pointed out that the techniques based on the benevolent sum-rule fusion are more resilient to errors than those derived from the severe product rule.

We then considered the effect of classifier combination in the case of multiple experts using a shared representation. We showed that here the aim of fusion was to obtain a better estimation of the appropriate $a$ posteriori class probabilities. This can be achieved by the means of estimation-error variance reduction. We also showed that the two theoretical frameworks for the case of distinct and shared representations, respectively, could also be used for devising fusion strategies when the individual experts use features some of which are shared, and the remaining ones distinct.

We showed that in both cases (distinct and shared representations), the expert fusion involves the computation of a linear or nonlinear function of the $a$ posteriori class probabilities estimated by the individual experts. Classifier combination can therefore be viewed as a multistage classification process, whereby the a posteriori class probabilities generated by the individual classifiers are considered as features for a second stage classification scheme. Most importantly, when the linear or nonlinear combination functions are obtained by training, the distinctions between the two scenarios fade away, and one can view classifier fusion in a unified way. This probably explains the success of many heuristic combination strategies that have been suggested in the literature without any concerns about the underlying theory.
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