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Abstract

This paper presents two methods for people counting.
The first one is divided into people segmentation, tracking
and counting, developed for a system using a zhenital ca-
mera. The initial step consists of block-wise background
subtraction, followed by k-means clustering to allow seg-
mentation of single persons in the scene. The number of
people in the scene is estimated as the maximal number of
clusters with acceptable inter-cluster separation. Tracking
of segmented people is addressed as a problem of dynamic
cluster assignment between two consecutive frames and it
is solved in a greedy fashion. Further details of this greedy
solution can be found in this paper. Moreover, this paper
presents another method to count people based on analy-
sis of multiple lines. The first part of this algorithm is to
detect the movement of people, and regions through which
they pass are extracted. From this, the count is performed
by virtual lines. Finally, it examines the results for each
line. Further details on the two strategies can be found in
this article.

Keywords– People counting; people segmentation; back-
ground subtraction; people tracking.

1. Introduction
Detection, tracking and people counting [1] is very use-

ful for many commercial applications such as monitoring of
public spaces, soccer stadiums, or bus stations. It has impli-
cations for security, and allows to collect information about
systems which can be used to identify patterns in traffic by
hours, optimize scheduling work, monitor the effectiveness
of events, and other applications.

Beyond image sensors, mechanical and other forms of
technology sensors are used to count people [19]. Systems

using mechanical counters, such as turnstiles, count only
one person at a time and may obstruct the passage, causing
congestion if there are many pedestrians. Due to its design,
it is subject to subcounting. Systems using infrared beam or
heat sensors do not obstruct the passage, but don’t present
accuracy to identify people in crowded groups. For those
reasons, cameras were selected as instrument of detection.

The background segmentation is the first step in seve-
ral computer vision applications. It is usually obtained in
systems of human detection by computing the difference
pixel-by-pixel between the current frame and the image of
the background, followed by an automatic threshold [19]
[9] [18]. If the accuracy of this approach is not granted [13]
[5], a strategy by means of blocks is preferable because it
produces a more stable segmentation in the presence of light
and shadow changes.

Rossi and Bozzoli [17] uses features in shades of gray,
sensitive to high frequency changes in the scene to detect
moving objects. They use template matching to track the
extracted features. Another approach is based on the shape
detection or recognition. Theses approaches aim to detec-
ting people by searching for heads, legs or silhouettes [20]
[15] [12]. There is a solution specially suitable for crowded
situations based on feature points clustering [16] [7] in order
to identify each moving entity thanks to their independent
motion.

Huang and Chow [13] utilizes more elaborated features
to describe the blur in the foreground. Instead of tracking
the individuals, they simply count the number of people in
the area of interest. Velipasalar et al. [19] proposes the
use of size from blots detected to target individuals and the
procedure of mean-shift as a way to handle blots merged. In
[4], Beleznai et al. also employ the mean-shift procedure to
develop a generally people tracking system .

Some authors [14] [11] use the oblique camera positio-
ning. This allows the detection of more features, but present



problems with respect to occlusions and about the privacy of
individuals. The zhenital camera positioning, in turn, con-
sists of a camera placed overhead people that effectively re-
moves the problem of occlusions between objects. Moreo-
ver, the overhead positioning offers further advantages [19]
[6] as:

• objects appears with size relatively constant;

• provides a better view of people in the scenario;

• more privacy, because it does not recognize the per-
son’s face;

• eliminates the need for calibration;

• simple and easy to maintain.

However, the segmentation result often contains mixed
blots, belonging to people very close.

In [8] is proposed a method for counting people entering
or leaving a bus based on video processing, which camera
positioning is also zhenital. Each frame caught is divided
into several blocks, and each block is classified according
to its movement vector . If the number of blocks with simi-
lar motion vectors is greater than a threshold, these blocks
belong to the same moving object. As a result, the number
of moving objects is the number of passengers entering or
exiting the bus. The problem of agitation in the camera and
light variation in bus is overcome in this method, showing
92% accuracy in tests.

This paper presents an evaluation of a method for people
segmentation, tracking and counting [1]. It describe in more
details the method and the greedy algorithm for tracking
people. In addition, we present another approach [3] for the
proposed problem, but did not achieve any results.

The article is organized as follows. Section 2 presents a
detailed explanation of the first approach. In Section 4 is the
analysis of experimental results. Section 3 presents a study
of the second method. Conclusions are presented in Section
5 and future work in Section 6.

2. System Architecture
The method for counting people is divided into: vi-

deo capture, background subtraction, segmentation, trac-
king and people counting (Figure 1). Operations in video
frames are made in blocks of pixels, which reduces the
amount of computations and obtains the same effect of ope-
rations made pixel by pixel. The standard block size is 8x8.

2.1. Background Subtraction

The first part of the method is the subtraction of the back-
ground. This operation is essential for detection of persons
which will be done later by comparison of blocks of frame

Figura 1. System’s Flowchart

with the blocks of the current frame belonging to the back-
ground. Images (frames) belonging to the video’s back-
ground are obtained by the following filter

F t+1 = (1− α) · F t + α · It (1)

where F and I represents, respectively, background frames
and the original video frames, t is the number of frame, and
α is a learning rate that can range between 0.01 to 0.1. This
rate should be adjusted according to the situation, but for
this work it was arbitrary set to 0.01. The filter is applied to
all frames and its channels.

The algorithm uses multiplicative factors βt
m,n,p, deter-

mined using maximum likelihood estimation (MLE). MLE
is a statistical method used to adjust the data to a model
and provide estimations to the model’s parameters. Indices
(m,n) refer to the coordinates of the blocks and p the image
channels (RGB - red, green and blue).

βt
m,n,p =

∑
Itm,n,p · F t

m,n,p∑
(F t

m,n,p)
2

(2)

The people detection in a frame is achieved by the dif-
ference between the maximum and minimum multiplica-
tive factors. They are calculated by the highest and lowest
β between the image channels and the difference between
them is stored in δβt, for each frame, i.e.,

δβt = max
p

βt
m,n,p −min

p
βt
m,n,p (3)



The multiplicative factors from the background blocks
has values close to 1. If δβt is not small or if some multi-
plicative factor is very different from 1, the block belongs
to the object, i.e.,

P t =

{
1, if δβt > T1 ∨ |βt

m,n,p| > T2
0, otherwise

(4)

P is the image with people and T1, T2 are limits between
[0.1, 0.2] and [0.3, 0.6], respectively. These parameters
should also be adjusted through experiments for each speci-
fic situation.

2.2. People Segmentation

At this point, there is an image for each P frame where
people appears. The next step of the algorithm is segmen-
tation these people. Segmentation is a difficult problem in
image analysis due to several characteristics that represent
a person. As people appear in these videos from above, this
problem is reduced. So, people are seen as geometric shapes
(Figure 2), which can be extracted by traditional techniques
of clustering like k-means.

In k-means [10] exist k centroids, one for each group
(cluster). Each individual is associated with the nearest cen-
troid and the centroids are recalculated based on the indivi-
duals classified. However, the value of k is not known a pri-
ori. Finding out its value, the number of people in the scene
is obtained. The value of k is estimated as the maximum
number of clusters in which the distance within the clusters
is greater than a minimum distance Dmin. This constant
corresponds to the average size of a person on the scene,
and must be established through experiments. In an image
with k clusters, whose centroids are Ci, i = 1, 2, ..., k, the
minimum distance within the cluster is defined as

dkmin = min
1≤i<j≤k

||Ci − Cj || (5)

If only one cluster, formally define d1min = ∞. The
current number of clusters k∗ is then estimated as the maxi-
mum number of clusters which have the minimum distance
within the cluster dkmin higher that Dmin, i.e.,

k∗ = max{k|dkmin ≥ Dmin ∧ dk+1
min < Dmin} (6)

In k-means, the initialization of the centroids is very im-
portant because it can improve the convergence of the al-
gorithm. So whenever possible, the centroids of k-means

algorithm was initialized as the centroids found in the pre-
vious iteration. Thus the centroid is always initialized with
a position likely to be the best for the clusters.

(a) (b)

Figura 2. Results showing the steps of background subtraction and
people segmentation. (a) original frame. (b) Subtracted back-
ground and segmented people.

2.3. Tracking People

At this point of the algorithm, are known people in each
frame of the video. The next part is to track these peo-
ple, i.e., find out if the same person is in multiple frames to
count them. This step was implemented in a greedy fashion,
analyzing two consecutive frames by time. The algorithm
finds out the clusters corresponding to two consecutive fra-
mes that has the shortest distance. The objective is to obtain
the smallest squared Euclidean distance between clusters.
So these clusters with minimum distance are marked as the
same person in a binary matrix, where lines represent the
clusters and the columns represent the frames. Thus, if the
cluster i from the frame t corresponds to cluster i of frame
t+ 1, the matrix in position (i, t) has a value. By end of all
iterations, this matrix has the value 1 in intervals in which
the same person is in several frames.

Mi,t =

{
1, if cti = ct+1

i

0, otherwise
(7)



whereMi,t represents the binary matrix of cluster i in frame
t. Ct

i is equivalent to cluster i of frame t.

2.4. Counting People

The last step is to count people. This part is done by
analysis of the binary matrix constructed in the previous
step. As each row of this matrix represents a cluster, it is
necessary analyze each line separately. By walking through
these lines, if there is a change from 0 to 1, it is because a
person was detected and the counter increased.

Figure 2 shows the main steps of the algorithm. The
first column shows images of the documents. The images
from the second column illustrates the subtraction of the
background through proposed blocks (blocks of size 8 x 8
pixels) followed by people segmentation.

Figura 3. After segmentation by k-means

Figure 3 presents the results of people segmentation th-
rough k-means, where the number of clusters is automati-
cally set using the minimum distance inter-cluster. In this
case, the method correctly segmented the objects by finding
the value of k = 2, i.e., two people.

3. A Second Approach
This section presents another solution to the problem of

people counting [3]. The main idea of this solution is to de-
fine an area of interest in the images where the movement
of people is analyzed. Virtual lines are established in ortho-
gonal direction to the motion.

The Figure 4 shows the parameters involved with the
area of interest or counting zone, where motion will be
analysed. The distance between lines must the greater than
half of a person’s width.

The algorithm is divided into three different steps. First
motion is detected and regions where people go by are ex-
tracted. After that, the counting is performed by virtual li-
nes. Finally, it examines the results for each line.

3.1. Extracting the Motion

To extract the motion information from background, the
method uses the difference between consecutive frames of

Figura 4. Couting zone

images. To avoid false positives due to noise in images, this
difference is limited to a value. If the difference is greater
than this value, the image contains people in movement, i.e.

Dt =

{
1, if |It − It−1| > threshold
0, otherwise

(8)

1where D and I respectively represents the images with
people in motion and the original frames; t indicates the
frame number, threshold is a value determined through ex-
periments.

3.2. Counting People

The second part of the algorithm consists of counting
performed independently for each line which belongs to the
area of interest from images. Each line is represented by a
function l, where x axis and y corresponding to the location
within the line and the cumulative number of pixels in the
foreground.

ltx = lt−1
x +Dt ∀x ∧ 0 ≤ x < czw (9)

l0x = 0 ∀x ∧ 0 ≤ x < czw (10)

where x is a point on the line; czw is the width in the area
of interest, which is equal to the width of the lines.

When a person crosses the line, the pixels are accumu-
lated as described by the line’s function. The people cros-
sing the video are detected by analyzing the function of each
line, and detecting ranges of values different from zero. A
counter is incremented for each row when this interval is
big enough to represent a person. This size is the number of
occupied points on the line in interval.

As people across the video in different directions, it is
necessary to detect the direction of each person. We need to



compute the optical flow by the method of Lucas-Kanade.
The motion vector is estimated by calculating the average
optical flow in the region of the range, and taking into ac-
count only the pixels where motion is detected. Finally, the
dot product between the normal direction of motion is com-
puted to determine whether the person is entering or exiting.

If two or more people crosses a line at the same time and
the distance between two people is very small, the corres-
ponding intervals detected overlap. The number of people
is then determined from the overall size of the range and
size of the person. Another case is when two people go
through one line after another, without separation between
them. Therefore, the function is not equal to zero after the
first person went through a row because the second person
held the same interval. To overcome this problem, time is
needed for deciding when someone should be counted. This
time depends on the speed of movement. If time is very
small, a person walking slowly can be counted as multiple
people. Therefore, time is calculated independently for each
interval, based on the magnitude of the optical flow, when
the camera and the size of the person.

(a) (b)

Figura 5. Results showing the steps of multiple lines. (a) original
frame. (b) frame segmented and with lines.

Figure 5 shows the first two steps of the algorithm. The
first column shows the original images from the video. The
images from the second column illustrates the motion de-
tection of people through multiple lines. At first, there is no
line because no one passed through the region of interest.
The lines began to appear when people cross this region.
The line length is equal to the width of the person.

One problem with this approach is the need to reset the
lines. As you can see the third image, the row size is greater
than the size of people. That’s because other people had
before in the region where the lines are out of people.

3.3. Analysis of Multiple Lines

The last step of the algorithm consists in the overall
analysis score by combining the results for each line. The
counter for each region of interest is equal to the counter
supported by the maximum number of rows. Thus, the zone
score is obtained by combining the multiple independent li-
nes. When motion is detected, the counter is reset each line
to remove any accumulated errors on some lines.

Any results for this method were not achieved yet be-
cause of lack of information about the last step. However,
as presented in the original article, the algorithm had 95%
accuracy. The author used the same metrics we use to eva-
luate the results obtained with the first approach 2.

4. Experimental Results and Analysis
To evaluate the performance of the proposed methods,

we used two generated video cameras placed at the zhenital
position. The first video was shot on a bus terminal (b) (320
x 240 pixels, 145 frames) and the second provided by the
authors of the article [1], was filmed in an office (a) (640
x 480 pixels, 524 frames). Both sequences have at most
three people in the scene at the same time. The Dmin va-
ried greatly between the two videos. This was due to the
distance from the camera floor that is different between the
two, beyond the dimensions which are also different.

The correctness of the method was evaluated by calcu-
lating the precision and recall [2], commonly used metrics
in Pattern Recognition Algorithms . By using precision and
recall, the set of possible labels for a given instance is di-
vided into two subgroups, one which is considered relevant
for the objectives of the metric. Recall is then calculated
as a fraction to correct instances of all instances that really
belong to the relevant subset. Precision is the fraction of
correct instances among those who belong to the algorithm
considers the relevant subset. The precision can be seen as
a measure of accuracy or fidelity, while recall is a measure
of completeness.

The terms true positive (TP), true negative (TN), false
positive (FP) and false negatives (FN) are used to compare
the classification of an item (according to an algorithm) with
the real classification of this item.

Thus, precision and recall were defined as

precisao =
TP

TP + FP
(11)



Tabela 1. Comparison of results of the presented method with res-
pect to the real number of people

Office Terminal
real method real method

people 6 7 6 5
TP 6 7 6 5

FP + FN 0+0 1+0 0+0 0+1
precision 1.00 0.87 1.00 1.00

recall 1.00 1.00 1.00 0.83
F-score 1.00 0.93 1.00 0.90

Tabela 2. Results from [1]
Original Method

people 20
TP 20

FP+FN 0+1
precision 1.00

recall 0.95
F-score 0.97

recall =
TP

TP + FN
(12)

Another measure used was the F-score, which combines
the precision with the recall. This metric can be interpreted
as an average weighted precision and recall, where a score
of F-score reaches its best value and the worst result in a 0.

F =
2× precision× recall
precision+ recall

(13)

For the first method, a statistical evaluation for the pro-
posed segmentation is shown in Table 2. The values presen-
ted in this table shows that the method is efficient by having
a rate of correct segmentation approximately 90% for the
office. In the end, this rate was lower than 83%. You can see
that for the video Terminal, the precision’s result was better,
which means that, for this case, the algorithm was success-
ful in relation to accuracy. However, the video of Office had
the best results in recall, showing that the algorithm lost ac-
curacy, but earn in relation to completeness. Analyzing the
F-score, which can be interpreted as an average of two other
metrics, for both videos the algorithm achieved an average
of 0.91 precision. This result would be satisfactory because
the best result is 1, but people counting must be performed
accurately. Then, the result of F-score needs improvement.

Analyzing this algorithm, these errors were caused by
two reasons. The first is the setting of parameters, such as
Dmin that is essential to the algorithm, and it is not trivial

to determine. The other reason is the noise in images. It is
necessary to filter the images to improve results.

Comparing the results with the results of the article (Ta-
ble 2), we observe that the algorithm had a better perfor-
mance than our experiments showed. The main reasons
have been cited and one more feature can be analyzed. In
[1], people are counted only when they exceed a line, it
would eliminate the noise in our method and possibly im-
prove performance.

In the second method we don’t achieve results due to lack
of information on your last step. However, you can analyze
it due to the results presented in the original paper.

Table 3 presents the results achieved by the author th-
rough the proposed algorithm. These results were better
than the results we obtained with the first algorithm, but are
worse than the authors presented with the first approach.
The number of fn+fp are greater than ours, but it probably
is because they used larger videos than us. Their precision
were more than 0.97% in all tests while we obtain at least
0.87% and maximum of 100%. T1, T2 and T3 are different
cenarios tested.

Tabela 3. Tests results
real system tp fn+fp p r F

in+out in+out
T1 101+95 97+90 182 14+5 0.97 0.93 0.95
T2 232+241 225+233 445 28+13 0.97 0.94 0.96
T3 127+128 116+117 231 24+2 0.99 0.91 0.95

Table 4 shows a comparison between the best results ob-
tained with the algorithms under study. You can see that in
relation to the accuracy, Method 1 showed the best result,
which means that this algorithm is more accurate in relation
to reality. Analyzing the two other metrics used, we can
complete Method 1 showed better results than the second
method. But we still need to get the results of our imple-
mentation for this second algorithm to compare really.

5. Conclusions
This paper presents an evaluation of two methods for

counting people. The first one is divided into segmenta-
tion people, counting and tracking using a camera system
zhenital. The algorithm performs the removal of the back-
ground then the segmentation people through the k-means.
The greedy solution to the problem of association of clus-

Tabela 4. Comparison between the best results of these two
Methods

Method 1 Method 2
precisão 1.00 0.99

recall 0.95 0.91
F-score 0.97 0.95



ters between two consecutive frames is exploited for trac-
king people. Video sequences were used to evaluate the
results. The result is not so accurate as the original article
because of the problem to determine the application’s para-
meters and the noise is not removed from frames.

The second method is based on analysis of multiple lines
and is divided into three parts. First the movement of people
is detected, and the regions where people pass through are
extracted. After the count is performed by virtual lines. Fi-
nally, it examines the results for each line. For this method
we don’t achieve results due to lack of information about
the last part. Comparing the results presented in the both
papers, one can conclude that the first is more accurate.

6. Future Works
As future work, we intend to implement other papers to

comparison of effectiveness between methods. In addition,
for the first presented system, we want to replace the seg-
mentation via k-means algorithm by one labeling algorithm
which can improve performance (in the MATLAB, imple-
mented by the function bwlabel). Setup parameters need
to be improved and the noise removal filter should be ap-
plied to improve accuracy. In this filter, all three channels
of the image are multiplied by a constant within a block
(Formula 14).

Itm,n,p = βt
m,n,p · F t

m,n,p +W t
m,n,p (14)

where W means the Additive White Gaussian Noise
(AWGN) and βm,n,1 ≈ βm,n,2 ≈ βm,n,3.

Regarding the second approach, we need to finish the
implementation and analyze the results. If they are similar
to results presented in this paper, we intend to implement
improvements in the algorithm. We hope to improve the
algorithm for people counting, where accuracy is as close
as possible to 100%. By comparison of these papers and
implemented improvements of these, we hope to reach our
goal.

Finally, we will study other tracking methods, such as
Particle Filter and Ant Colony, to evaluate its accuracy and
use larger videos in tests.
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